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Abstract
Water is an essential molecule to oxygen chemistry and to the proliferation of life. Also, it is the main constituent of icy grain mantles in the Universe. The formation of water can be studied through the HDO/H$_2$O ratio. Thanks to the launch of the Herschel Space Observatory and the advance of sensitive submillimeter receivers on ground-based telescopes, many H$_2$O and HDO transitions can now be observed, enabling more accurate studies of the level of water fractionation, i.e., the enhancement of the HDO/H$_2$O abundance ratio over the D/H elemental ratio. Using these new technologies, we aim at revisiting the water fractionation studies toward star-forming regions. We present here detailed studies of the D/H ratios of water in one low-mass protostar and six luminous high-mass star-forming regions. Deuterated water has been detected in these sources with ground-based telescopes (APEX and SMA). We analyzed these observations using the 1D radiative transfer code RATRAN to obtain the HDO fractional abundances throughout the envelopes. The results show that the HDO fractional abundances in the inner and outer regions are different by more than two orders, which implies that the sublimation is very similar in low- and high-mass star-forming regions. Previous and our studies show that the values of the HDO fractional abundance in star-forming regions with different masses do not correlate with their evolution. The H$_2$O abundance is deduced from the analysis of the H$_2^{18}$O transition lines observed with the Herschel Space Observatory and APEX. The similarity of the measured HDO/H$_2$O ratios suggests that the chemical evolution of water is the same regardless of the masses of the regions.
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Chapter 1

Introduction

Water is a fundamental molecular component on Earth. Water has been thought to be essential to the proliferation of life and to the chemical evolution of other larger molecules because it helps many chemical reactions, especially those leading to organic compounds. Water is widely found in the Universe. Not only on Earth, water is also found on planets and comets in interstellar clouds and star-forming regions. However, the two main questions are not yet fully answered: how does water form in the universe and where does water on Earth come from.

To solve these questions, we studied the distribution of deuterated water (HDO) in star-forming regions. Deuterated water is a form of water that contains deuterium (D), the hydrogen isotope which has one additional neutron. Although the D/H elemental ratio in the interstellar medium is $\sim 1.5 \times 10^{-5}$ (Linsky 2003), the investigations of water deuterium fractionation (HDO/H$_2$O) show the ratios are ten times higher in the water on Earth ($\sim 3.1 \times 10^{-4}$, de Laeter et al. 2003) and even much higher in several star-forming regions ($\sim 10^{-2} - 10^{-3}$, Parise et al. 2005a; Bergin et al. 2010; Liu et al. 2011; Coutens et al. 2012). Obviously, chemical reactions and the formation of water take responsibility for this difference.

Water can be formed by three mechanisms: dissociative recombination in the gas phase by ion-molecule chemistry (Bergin et al. 2000), combination of atoms on the surface of cold dust grains at low temperature (Tielens & Hagen 1982; Cuppen et al. 2010), and gas phase reactions at high temperature (> 250 K) (Wagner & Graff 1987; van der Tak et al. 2006). Because deuterium enrichment happens only in cold environments, the three scenario above would result in different levels of fractionation. Therefore, studying the HDO/H$_2$O ratios is a promising method to understand the formation process of water.

In this thesis, we present our studies of the water deuterium fractionation in several star-forming regions spanning a range of masses. With our observational results, current chemical models can be verified to try to constrain the formation of water.
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1.1 Water and deuterated water

1.1.1 Importance of water and deuterated water

Water (H\textsubscript{2}O) is one of the most important and fundamental molecules (Kasting et al. 1993; Hoover 2006; Lis et al. 2013; van Dishoeck et al. 2013). Water comes in three phases: gas, liquid, and solid ice. Water in liquid form not only influences many chemical reactions as a solvent but it is also essential to the initial development of life and its proliferation.

Because water is a dominant form of oxygen (the third most abundant element in the Universe), it assists many chemical reactions of other species, whether in the gas phase or the solid phase (van Dishoeck et al. 2013). In addition, water can be a coolant with its radiative spectral lines and thus it plays a role in helping interstellar clouds to collapse to form stars (van Dishoeck et al. 2014). Water is also a major component of ice-grain mantles. Therefore, it serves as an excellent probe of the inner and warmer regions of star-forming cloud cores after the water ice has been evaporated (e.g. Gibb et al. 2004; Liu et al. 2013; Coutens et al. 2014).

Water has been widely found in the Universe, in both gas or ice form, with masing, and thermal emission and in infrared bands caused by vibrationally excited states. In our solar system, it exists on the terrestrial planets, moons, asteroids, comets and Kuiper Belt Objects, including as gas in the atmosphere and as ice on the surfaces (see Encrenaz 2008; Hartogh et al. 2011; Lis et al. 2013; Campins et al. 2010; Küppers et al. 2014). Moreover, water also has been observed in many molecular clouds and star-forming regions throughout the Galaxy and even in some external galaxies (Cheung et al. 1969; Cernicharo & Crovisier 2005; Boogert et al. 2008; Shimonishi et al. 2010; Liu et al. 2011; Bergin & van Dishoeck 2012; Liu et al. 2013; Weiß et al. 2013). Hence, water molecules exist in a large variety of environments and sources, T < 10 K in cold prestellar cores to T ~ 2000K in shocks and protoplanetary disks; Density ~ 10\textsuperscript{4} cm\textsuperscript{-3} in molecular clouds to ~ 10\textsuperscript{19} cm\textsuperscript{-3} in planetary atmospheres, see van Dishoeck et al. (2013).

At the same time, molecular deuteration has been the focus of many studies. The abundance of deuterated molecules has been shown to be significantly increased in low-temperature environments (e.g. Snell & Wootten 1977; Wootten et al. 1982; Roueff et al. 2000; Loinard et al. 2001), compared to the D/H elemental ratio in the interstellar medium (~1.5 \times 10\textsuperscript{-5}, Linsky 2003). This can be interpreted based on the chemical formation pathways of these molecules, and therefore the level of deuterium fractionation of molecules is a potentially good tracer of their formation process (Ceccarelli et al. 1998; Parise et al. 2004; Liu et al. 2011; van Dishoeck et al. 2013). In the past, it has been found that for water the fractionation is significantly lower than formaldehyde and methanol in the same sources (van Dishoeck et al. 1995; Parise et al. 2005a; Roberts & Millar 2007; Liu et al. 2011, 2013). This suggests that these species do not form simultaneously on dust surfaces. Thanks to the advance of sensitive submillimeter receivers, such as those on the APEX telescope, and to the launch of Herschel, it is now possible to carry out much more detailed radiative transfer analyses of HDO and H\textsubscript{2}O. We aim in this thesis to carry out such a detailed study on low- and high-mass star-forming regions to constrain the formation of water.

1.1.2 Water chemistry

In environments where densities are above ~ 10\textsuperscript{13} cm\textsuperscript{-3}, such as planetary atmospheres and the shielded mid-planes of inner protoplanetary disks, the fractional abundance of water is governed by the elemen-
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tal composition of the gas (three-body reactions) and the stability of molecules and solids. In such an environment the chemistry is close to thermodynamic equilibrium (TE). However, in most cases in interstellar space, the densities are much lower than the required condition for equilibrium chemistry. Similarly, the equilibrium chemistry cannot prevail in strong UV irradiation environments, such as the upper atmospheres and disks of planets. The fractional abundances of water then are mainly determined by two-body reactions. Below, we introduce the three identified mechanisms which can form water under different conditions.

1.1.2.1 High-temperature gas-phase chemistry

In high-temperature environments (> 250 K), the chemical equation O + H\(_2\) → OH + H is the dominant reaction initiating water formation (Elitzur & Watson 1978) and then OH reacts with H\(_2\) to form H\(_2\)O. The energy barriers for these two reactions can be overcome in high-temperature environments (Wagner & Graff 1987; Atkinson et al. 2004; van der Tak et al. 2006; van Dishoeck et al. 2013).

1.1.2.2 Low-temperature gas-phase chemistry

At temperature < 100 K and densities < 10\(^4\) cm\(^{-3}\), ion-molecule chemistry in the gas phase plays a main role to form water (Herbst & Klemperer 1973; Bergin et al. 2000; Bergin & van Dishoeck 2012; van Dishoeck et al. 2013). This network starts from the products of cosmic ray ionization of H\(_2\) or O (H\(_2^+\), H\(^+\), or O\(^+\)). The H\(_2^+\) and H\(^+\) ions will have fast reactions with H\(_2\) to form H\(_3^+\). Then, OH\(^+\) is produced with the reactions O + H\(_2^+\) or O\(^+\) + H\(_2\). The following steps are the rapid reactions to form H\(_3\)O\(^+\):

\[
\begin{align*}
\text{OH}^+ + \text{H}_2 & \rightarrow \text{H}_3\text{O}^+ + \text{H} \\
\text{H}_2\text{O}^+ + \text{H}_2 & \rightarrow \text{H}_3\text{O}^+ + \text{H}
\end{align*}
\]

With electrons, H\(_3\)O\(^+\) will dissociatively recombine to form H\(_2\)O and OH:

\[
\begin{align*}
\text{H}_3\text{O}^+ + e^- & \rightarrow \text{H} + \text{H}_2\text{O} \\
& \rightarrow \text{OH} + \text{H}_2 \\
& \rightarrow \text{OH} + 2\text{H}
\end{align*}
\]

The productivity ratios here for H\(_2\)O and OH are \(\sim 0.17\) and \(\sim 0.83\), respectively (Buhr et al. 2010).

1.1.2.3 Low-temperature grain-surface chemistry

Because the timescale for an atom or a molecule to collide with a grain and then stick to it is \(\sim 3 \times 10^9\) in dense environments (> 10\(^4\) cm\(^{-3}\)), the required time for freeze-out is less than a few 10\(^5\) yr. This timescale is smaller than the lifetime of dense cores, so the grain-surface reactions are important in chemical networks. In fact, the observed water ice abundance is much higher than the expected value predicted only with the direct condensation of gaseous water (e.g. Watanabe & Kouchi 2008). Most water ice can be produced via three routes including hydrogenation of oxygen, molecular oxygen and

\[
\begin{align*}
O + H & \rightarrow OH, & OH + H & \rightarrow H_2O. \\
O_2 + H & \rightarrow HO_2, & HO_2 + H & \rightarrow H_2O_2, & H_2O_2 + H & \rightarrow H_2O + OH. \\
O_3 + H & \rightarrow OH + O_2, & OH + H_2 & \rightarrow H_2O + H.
\end{align*}
\]

(1.1) (1.2) (1.3)

After water ice has formed, non-thermal desorption and thermal sublimation can convert solid water back to the gas phase (water vapor). Non-thermal desorption includes UV-photodesorption (Prasad & Tarafdar 1983; Andersson & van Dishoeck 2008), which is thought to dominate the production of gaseous water in cold environments under the thermal sublimation temperature, and chemical desorption (Dulieu et al. 2013). Once the dust temperatures rise above the sublimation temperature, for example in warmer and inner envelopes, water ice thermally sublimes.

1.1.3 The origin of the deuterium and deuterated hydrogen

Deuterium (D) is produced during the Big Bang Nucleosynthesis (BBN) process which happened in the first few minutes after the Big Bang. In the very early Universe, the temperature was too high to form deuterons (nuclei of deuterium). It is because high energy photons immediately destroy the binding of deuterons (deuterium bottleneck) when they form. Therefore, deuterons started to be formed after the temperature of the expanding Universe fell to $\sim 1$ billion K (Boesgaard & Steigman 1985, and references therein):

\[
p + n \rightarrow d + \gamma
\]

(1.4)

where p is a proton, n is a neutron, and $\gamma$ is a photon. This reaction is exothermic and the binding energy of deuterium is 2.2 MeV.

Once deuteron formation has occurred, the nuclei proceed to form helium nuclei. The binding energy of a helium nucleus is 28 MeV, which is much larger than that of the deuteron, so the reactions of helium formation have only one direction. After the temperature of the Universe dropped to $\sim 5 \times 10^8$ K, the formation of helium nuclei stopped due to the electrostatic repulsion of the deuterons. In the end, BBN resulted in $\sim 91\%$ of $H^1$, $\sim 8\%$ of $He^4$, and $\sim 0.001\%$ of D (by number of nuclei) (Wagoner 1969, 1973; Yang et al. 1984; Peimbert & Torres-Peimbert 1999; Steigman 2006). After BBN, deuterium is mainly destroyed in the interiors of stars. Hence, the D/H ratio in the local interstellar medium is $\sim (2.0 - 1.5) \times 10^{-5}$ (Linsky 2003; Prodanović et al. 2010).

Deuterated hydrogen (HD) is a main reservoir of D in molecular clouds and it plays an important role in deuterium chemistry. The formation of HD follows two main routes (Lepp & Shull 1984; Latter 1989; Puy et al. 1993; Galli & Palla 1998; Lepp et al. 2002; Glover & Abel 2008):

\[
D + H_2 \rightarrow HD + H.
\]

(1.5)

\[
D^+ + H_2 \rightarrow HD + H^+.
\]

(1.6)

The reaction (1.5) has been measured in many experiments with a wide range of temperatures (e.g., Mitchell & Roy 1973; Michael & Fisher 1990) and theoretical calculations are in good agreement with
the experimental data (e.g., Mielke et al. 1994; Charutz et al. 1997). In diffuse interstellar clouds, reaction (1.6) is the major source of HD and its rate coefficient is almost constant with temperature (e.g., Dalgarno et al. 1973; Gerlich 1982).

The reverse reactions of (1.5) and (1.6) are the main pathway for destruction HD. The reaction \( \text{HD} + \text{H}^+ \rightarrow \text{D}^+ + \text{H}_2 \) is endothermic and thus the removal of HD is reduced at low temperature, causing significant fractionation.

### 1.1.4 Water deuteration

The pathways for the formation of deuterated water (HDO) are likely the same as the ones for the formation of water (H\(_2\)O) (Pineau des Forêts et al. 1991; Ceccarelli et al. 2014; Cleeves et al. 2014; Oba et al. 2014). However, in different conditions, there are several chemical processes able to form HDO or even enhance the HDO/H\(_2\)O ratio. In the case of high-temperature gas-phase chemistry, the direct exchange reaction H\(_2\)O + HD \( \rightarrow \) HDO + H\(_2\) is considered to be important (Richet et al. 1977; Geiss & Reeves 1981; Lécluse & Robert 1994). In addition, the abundance of OD, which reacts with H\(_2\) to form deuterated water, will be enhanced with the exchange reaction D + OH \( \rightarrow \) H + OD (barrier is \( \sim \)100 K, Thi et al. 2010; Sultanov & Balakrishnan 2004). In low-temperature environments, abundances of H\(_2\)D\(^+\), HD\(_2\), and D\(_3\) in the gas phase are increased because of the two chemical processes below. First, the reaction HD + H\(_3\) \( \rightarrow \) H\(_2\) + H\(_2\)D\(^+\) has a barrier so that H\(_2\)D\(^+\)/H\(_3\) becomes larger with time (Millar et al. 1989; Roberts et al. 2004; Ceccarelli et al. 2014). Second, when the ortho-H\(_2\) abundance drops and the important destruction partners of these H\(_3\) isotopologues (CO and O) freeze out on the grains at low temperature (\( \lesssim \)25 K), the formation rate of the deuterated species increases (Dalgarno & Lepp 1984; Pagani et al. 1992; Roberts et al. 2003). The enhancement of H\(_2\)D\(^+\) leads to an increase of the abundance of H\(_2\)DO\(^+\), which will dissociatively recombine with electrons to form HDO in cold gas. Solid HDO can form via three additional pathways. The first pathway is that H atoms in water ice (H\(_2\)O) can be exchanged with D atoms from other deuterated molecules trapped in the ice, such as CH\(_3\)OD and D\(_2\)O, and this isotopic exchange occurs at \( \gtrsim \)120 K, in the process of crystallization or sublimation (Ratajczak et al. 2009; Gálvez et al. 2011). Secondly, the H–D exchange in methane-water ices can form HDO after these ices are ultraviolet photolyzed (Weber et al. 2009; Ceccarelli et al. 2014). The D/H ratios of water and other more complex organic molecules will alter with this mechanism. And finally, the third route is through a thermal exchange, for example, H\(_2\)O + OD \( \rightarrow \) HDO + OH. These exchange reactions can both increase and decrease the fractionation (van Dishoeck et al. 2014).

### 1.1.5 The variation in the water deuteration fractionation

Given the D/H elemental ratio in the interstellar medium (see Section 1.1.3), the HDO/H\(_2\)O ratio should be \( \sim (4 - 3) \times 10^{-5} \) if there were no deuterium fractionation. However, past studies show that the D/H ratios of water are always found to be higher than this value and vary from place to place. Inside the solar system, the HDO/H\(_2\)O ratio is 3.1 \times 10^{-4} in Earth’s oceans (de Laeter et al. 2003) and this value is similar to the values found in at least two comets (Hartogh et al. 2011; Bockelée-Morvan et al. 2012), but this value is a factor of 2 lower than that found in most comets (Villanueva et al. 2009). In addition,
the data from the Rosetta mission to comet 67P/Churyumov-Gerasimenko suggest that the D/H ratio of water in Jupiter family objects has a wider range (Altwegg et al. 2015). Hence, the question whether most water on Earth originates from impact of asteroids or comets is still not clearly answered.

Past studies toward the envelopes of low-mass protostars found that values of the HDO/H$_2$O ratio show a very large variation. In the very inner region of the cores, ($\lesssim 300$ AU), the ratios range from $\sim 10^{-3} - 10^{-4}$ (Coutens et al. 2012, 2013a; Persson et al. 2013, 2014). For larger scales of the warm region of the cores, (e.g. $\sim 2500$ AU), much higher D/H ratios have been obtained ($\sim 10^{-2}$ to $\sim 10^{-3}$ Parise et al. 2005a; Liu et al. 2011; Coutens et al. 2012). In the cold/outer envelopes of low-mass protostars, the HDO/H$_2$O ratios are slightly lower again ($\sim 10^{-3}$ Parise et al. 2005a; Liu et al. 2011; Coutens et al. 2012). On the other hand, the D/H ratios of water in high-mass star-forming regions are $\sim 10^{-3}$ to $\sim 10^{-4}$ (Gensheimer et al. 1996; van der Tak et al. 2006; Liu et al. 2013; Emprechtinger et al. 2013; Coutens et al. 2014). Therefore, HDO/H$_2$O ratios show a wide variation.

1.2 Star formation

Stars are the fundamental components in the Universe and the crucibles in which heavy elements are produced. In the last decades, there has been much progress in our understanding of the formation of stars. In this section, we briefly describe the evolutionary stages of low-mass star formation (Section 1.2.1) and then outline possible scenario of massive star formation (Section 1.2.2).

1.2.1 Low-mass star formation

Observations suggest that the formation of a low-mass star involves a series of different stages (Lada 1987; Shu et al. 1987; André et al. 2000; McKee & Ostriker 2007)(Figure 1.1):

**Pre-stellar Cores (Figure 1.1b)**

In dense molecular clumps (size: $\sim 0.3 - 3$ pc, density: $10^3 - 10^4$ cm$^{-3}$) embedded in dark molecular clouds (size: $\sim 2 - 15$ pc, density: $50 - 500$ cm$^{-3}$), matter slowly accumulates toward the center and causes central condensations to form dense cores (size: $\sim 0.03 - 0.2$ pc, density: $10^4 - 10^5$ cm$^{-3}$, $T \sim 10$ K, Bergin & Tafalla 2007, and reference therein). Past studies show that these dense cores have flat inner radial density profiles and do not have outflows or internal heating sources. Therefore, they are considered to be precursors of protostars (Mizuno et al. 1994; Ward-Thompson et al. 1994) and named "pre-stellar cores". In other words, the definition of a pre-stellar core is a gravitationally bound core whose density is increasing toward its center, but in which no central hydrostatic protostellar object exists yet (André et al. 2000).

**Class 0 (Figure 1.1c)**

Once free-fall collapse happens due to gravitational instability, a strong central concentration of matter will be produced and this process will end with the formation of a hydrostatic protostellar object (Larson 1969; Bate 1998). The gravitational energy is converted into radiation, so that the envelope around this protostar is heated from the inside-out. At this stage, most of the mass of the core is still in the envelope and the protostar is embedded in its envelope. Class 0 protostars are therefore only detected at submillimeter and IR wavelengths. In addition, jets and outflows are launched to remove the excess of angular
momentum to allow accretion onto the central objects.

Class 0 sources are now defined by several observational properties (Andre et al. 1993; Chen et al. 1995, 1997; Andr´e et al. 2000): (i) evidence that indicates the existence of a central young stellar object (YSO), such as an internal heating source or a collimated CO outflow; (ii) extended but centrally peaked submilimeter continuum emission, suggesting the presence of a circumstellar dust envelope ; (iii) a high ratio of submillimeter to bolometric luminosity, indicating that the envelope mass exceeds the central stellar mass; (iv) bolometric temperature less than 70 K. Hence, Class 0 sources are considered to be hydrostatic YSOs in their main accretion phase and believed to have rich material in their envelopes whose mass is greater than the stellar mass (Andr´e et al. 2000).

**Class I (Figure 1.1d)**

From the Class 0 to the Class I stage, accretion of material onto the protostar continues from the envelope and circumstellar disks settle into Keplerian rotation due to the conservation of angular momentum of the infalling gas. When half of the initial mass has been accreted on to the protostar and the disk, one speaks of a Class I object. These objects are observationally defined as having a bolometric temperature of more than 70 K, but a core is still optically invisible. Although most radiation is still reprocessed by the envelope, some direct radiation from the central protostar is already detectable in their spectral energy distribution (SED), which has a different shape from the SEDs of Class 0 (which are similar to a single-temperature modified blackbody).

**Class II/Classical T Tauri (Figure 1.1e)**

After most gas and dust of the envelope has been accreted onto the protostar, the central star is considered...
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to be a pre-main sequence star (PMS star). It is now optically visible and shows up on the stellar birthline in the Hertzsprung-Russell diagram (H-R diagram). Its SED shows the contribution of the radiation from the stellar photosphere and disk (IR excess). The energy source is gravitational contraction. The material in the disk is continuously accreted onto the star and bipolar jets/outflows are still active. At this stage, the mass of the PMS star is close to its final mass.

Class III (Figure 1.1f)
After the Classical T Tauri star stage, the nebular disk will gradually condense into planets or stellar companions and the bipolar outflow ceases. The central PMS star contracts and its internal temperature rises until it begins hydrogen burning, and the star reaches the zero age main sequence.

1.2.2 High-mass star formation

Although our understanding of the formation of the high-mass stars or star clusters is not yet as clear as in the low mass case, modern techniques, providing interferometer telescopes with submillimeter receivers, allow us to observationally classify massive star-forming cores (Churchwell 1999; Beuther et al. 2007; Zinnecker & Yorke 2007). We highlight the various stages below (Figure 1.2).

![Observational classification of massive star-forming cores](image)

Figure 1.2 Observational classification of massive star-forming cores (adapted from Wang 2013).

**High-mass starless core (Figure 1.2a)**
Typically, a high-mass starless core (HMSC) is thought to be the starting point for massive star forma-
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1.3. QUESTIONS, MOTIVATION AND AIMS

The investigation of the D/H ratios of water in different places in the Universe, raises questions: why does the D/H ratio of water show so much variation and how does water forms? Generally, chemistry is thought to be responsible for this difference. For example, the lower D/H ratios of water indicate that water does not form simultaneously on dust surfaces with formaldehyde and methanol (van Dishoeck et al. 1995; Parise et al. 2005a; Roberts & Millar 2007; Liu et al. 2011, 2013). Therefore, the D/H ratios of water are very crucial for us to understand the formation and the chemical evolution of water. In fact,
several frameworks of water chemistry in interstellar space have been built, and some critical reactions have been measured in the laboratory in the last decade (see Section 1.1.2 and 1.1.3). However, due to the limitation of the observational instruments (including the angular resolution and detectable wavelengths), they were not fully tested and verified on a large observational sample. Now, detailed analyses of HDO and H$_2$O become available because of the advance of sensitive submillimeter receivers and the launch of Herschel, enabling us to have more accurate studies to test these chemical networks. In this thesis, we present our studies of the HDO/H$_2$O ratios in different-masses star-forming regions to try to improve our understanding of water formation.

1.4 Outline of this thesis

The thesis is laid out as follows. Chapter 2 describes the tools used in this thesis. Sections 2.1 is about radiative transfer and molecular excitation, because the measurement of electromagnetic radiation plays a key role in this work. The observational techniques (single-dish and interferometry) and the modeling tools used to analyze the observed data are described in Section 2.2 and 2.3, respectively.

Chapters 3 to 5 present the studies of water deuterium fractionation in different star-formation regions (Chapter 3 – low-mass, Chapters 4 and Chapter 5 – high-mass). The observational data and the analysis with radiative transfer modeling are presented in these chapters. Chapters 3 and 4 has been published and refereed in the journal Astronomy & Astrophysics (Liu et al. 2011, 2013) while that of Chapter 5 will be submitted to the same journal. Finally, I discuss and conclude the results from all my studies in Chapter 6.
Methodology

This chapter describes the methodology used in this thesis. Brief descriptions of radiative transfer processes, Planck equation, and Rayleigh-Jeans approximation are presented in Sections 2.1.1 and 2.1.2. Then, basic ideas about the determination of the molecular energy level population are discussed in Sections 2.1.3 to 2.1.5. Section 2.2 explains how to measure the radiation with single-dish and interferometer telescopes and Section 2.3 demonstrates the radiative transfer modeling.

2.1 Radiative transfer and molecular excitation

2.1.1 Basic radiative transfer

Propagation of radiation with the specific intensity ($I_\nu$) though a medium is illustrated in Figure 2.1. The intensity is weakened by absorption/scattering and reinforced by emission or scattering from other sources.

![Radiative Transfer Process](image)

**Figure 2.1** A sketch of the radiative transfer process. The coordinate along the line of sight ($z$) increases from $z_{in}$ to $z_{out}$. At $z_{out}$, the optical depth at a frequency $\nu$ ($\tau_\nu$) is 0 and it increases with the opposite direction to the direction of $z$. $I_\nu$ is the specific intensity.
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direction. Because our observations were done at wavelengths longer than near-infrared (mainly sub-
millimeter and millimeter), the scattering here can be completely neglected. This process can be described
by the equation of radiative transfer:

\[
\frac{dI_\nu}{dz} = -\rho \kappa_\nu I_\nu + j_\nu
\] (2.1)

where \(I_\nu\) is the specific intensity in an infinitesimal frequency range \(d\nu\), \(\rho \kappa_\nu\) is called absorption co-
efficient (\(1/\rho \kappa_\nu\) is the photon mean free path), \(\kappa_\nu\) is the opacity (in \(\text{cm}^2\text{g}^{-1}\)) and \(j_\nu\) is the emission
coefficient (also called emissivity). The parameters (\(\kappa_\nu\) and \(j_\nu\)) are macroscopic parameters. They spe-
cify the probability that a photon is absorbed and emitted, respectively. They are related to the frequency
as well as the properties and the density of the atoms or molecules.

The optical depth at a frequency \(\nu\) (\(\tau_\nu\)) is differentially defined as

\[
d\tau_\nu = -\rho \kappa_\nu dz
\] (2.2)

Note that at \(z_{\text{out}}\), the optical depth (\(\tau_\nu\)) is 0 and it increases with the opposite direction to the direction of
the coordinate system of \(z\). Therefore, the basic equation of radiative transfer (2.1) can be written as

\[
\frac{dI_\nu}{d\tau_\nu} = I_\nu - S
\] (2.3)

with the source function \(S \equiv \frac{j_\nu}{\rho \kappa_\nu}\) which is a local property of the medium.

Multiplying this equation by \(e^{-\tau_\nu}\) and the Integrating the equation from 0 to \(\tau_\nu\) yields

\[
I_\nu(z_{\text{out}}) = I_\nu(z_{\text{in}}) e^{-\tau_\nu(0)} + \int_0^{\tau_\nu(0)} S_\nu(\tau) e^{-\tau} d\tau
\] (2.4)

where \(I_\nu(z_{\text{in}})\) is the background intensity, and \(I_\nu(z_{\text{out}})\) is the intensity arriving at the observers location.

In the following, we describe the solutions of transfer equation (2.4) in some particular cases.

If the source function is uniform, solving the integral gives

\[
I_\nu(z_{\text{out}}) = I_\nu(z_{\text{in}}) e^{-\tau_\nu(0)} + S_\nu(1 - e^{-\tau_\nu(0)})
\] (2.5)

If the medium is optically thin (\(\tau_\nu(0) \ll 1\)), the intensity is

\[
I_\nu(z_{\text{out}}) = I_\nu(z_{\text{in}}) + S_\nu \tau_\nu(0)
\] (2.6)

If the medium is optically thick (\(\tau_\nu(0) \gg 1\)), the intensity is

\[
I_\nu(z_{\text{out}}) = S_\nu
\] (2.7)

Thus, the detector only receives the emission from the foreground. Because \(\tau_\nu\) is very dependent on
frequency, different layers can be seen when we observe a source at different frequencies.

2.1.2 Planck equation and Rayleigh-Jeans approximation

In thermal equilibrium (TE), the spectral radiance emitted by a black body (\(B\)) can be described with
Planck’s equation at a given temperature \(T\). The expression is

\[
B = \frac{2h\nu^3}{c^2} \left( e^{\frac{h\nu}{kT}} - 1 \right)^{-1}
\] (2.8)
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where $k$ is the Boltzmann constant, $h$ is the Planck constant, and $c$ is the speed of light. Thus, the Planck function shows that the radiation emitted by a body is governed by its temperature. There is a famous approximation, called the Rayleigh-Jeans approximation which can be used if $h\nu$ is much smaller than $kT$. In this case, $e^{\frac{h\nu}{kT}} \approx 1 + \frac{h\nu}{kT}$:

$$B_{RJ} = \frac{2h\nu^3}{c^2kT} \approx \frac{2\nu^2kT}{c^2}$$

(2.9)

Because $B \propto T$ here, an intensity $I$ can be expressed with a brightness temperature $T_b$ when we have low-frequency observations ($h\nu \ll kT$).

2.1.3 Basic molecular excitation

Microscopically, the interaction between radiation and matter is described by the Einstein coefficients $A_{ul}$, $B_{lu}$, and $B_{ul}$. $A_{ul}$, $B_{lu}$, and $B_{ul}$ are for spontaneous emission, absorption, and stimulated emission, respectively (Einstein 1916, 1917). For simplicity, we consider the two-level case ($l$ for lower, $u$ for upper) of a molecule here (Figure 2.2). The Energy difference between upper and lower state is

$$\Delta E = E_u - E_l$$

(2.10)

Figure 2.2 A sketch of molecular excitation in the two-level case. $A_{ul}$, $B_{lu}$, and $B_{ul}$ are the Einstein coefficients. $C_{lu}$ and $C_{ul}$ are the collisional rate coefficients.

When the photon is emitted or absorbed during a transition, a spectral line with frequency $\nu_0 = \Delta E/h$ is caused (emission or absorption lines). The number density in the upper level, $n_u$, decreases by spontaneous emission, which is proportional to $n_u$ itself and to the Einstein $A$ coefficient. Moreover, $n_u$ and $n_l$ (number densities of lower level) are also affected by the absorption and stimulated emission which are described by the Einstein $B_{ul}$ and $B_{lu}$ coefficients. They both are related to the radiation and the probabilities thus are proportional to the mean intensity $J_{ul}$. Therefore, the populations ($n_u$ and $n_l$) change according to

$$\frac{dn_u}{dt} = - \frac{dn_l}{dt} = -A_{ul}n_u - B_{ul}J_{ul}n_u + B_{lu}J_{ul}n_l$$

(2.11)

The last two terms describe the induced emission which means that a passing photon of the right frequency is doubled and the absorption of a passing photon, respectively.

In addition to radiative transitions, collisions, which happen between particles, also change the state of the molecules. $C_{lu}$ and $C_{ul}$ (from upper to lower and from lower to upper level, respectively) are the collisional rate coefficients which depend on the molecule, the levels, and the collision partner. In
molecular clouds, the main collision partners are molecular hydrogen, electrons and helium atoms. (In this work, the differences for collisions between HDO and ortho–H$_2$, and collisions between HDO and para–H$_2$ are adopted.) Therefore, the system can be excited with absorption of radiation and collision, while the system can also be de-excited with stimulated emission, spontaneous emission and collisions

$$\frac{dn_u}{dt} = -\frac{dn_l}{dt} = -n_u(A_{ul} + B_{ul}J_{ul} + n_{col}C_{ul}) + n_l(B_{lu}J_{ul} + n_{col}C_{lu})$$  \hspace{1cm} (2.12)

In the end, the observed spectral lines are the results of the balance between radiation and collision. Note that Einstein coefficients and collisional rate coefficients are intrinsic properties of a transition of a molecule/atom.

### 2.1.4 Boltzmann distribution, excitation temperature, and the relations between the coefficients

In thermal equilibrium (TE), the levels in an isolated system are populated according to the Boltzmann distribution:

$$\frac{n_u}{n_l} = \frac{g_u}{g_l} e^{-\frac{\hbar \nu}{kT}}$$  \hspace{1cm} (2.13)

where $\hbar \nu$ is the energy difference between two levels ($n_u$ and $n_l$) and the statistical weight $g$ is the degeneracy of a level. In the general case out of TE, the excitation temperature ($T_{ex}$) is defined via the Boltzman relation by the ratio of the population in the two levels.

To understand the relations between collisional rate coefficients and Einstein coefficients, we can consider the following two extreme cases.

If the radiation is strong enough and thus the collision can be neglected, the emission terms will equal to the absorption term in TE. Hence, with equation (2.12), we have

$$n_u(A_{ul} + B_{ul}J_{ul}) = n_l(B_{lu}J_{ul})$$  \hspace{1cm} (2.14)

Inserting the Boltzmann equation (2.13) and rearranging the formula, then we get

$$J_{ul} = \frac{A_{ul}/B_{ul}}{(g_lB_{lu}/g_uB_{ul})(e^{\frac{\hbar \nu}{kT}} - 1)}.$$  \hspace{1cm} (2.15)

In TE, the radiation field is given by the Planck formula (2.8), which means $J_{ul} = B$. To make the mean intensity ($J_{ul}$) equal to the Planck function, the Einstein coefficients must satisfy the relations below:

$$g_lB_{lu} = g_uB_{ul}$$  \hspace{1cm} (2.16)

and

$$A_{ul} = \frac{2\hbar \nu^3}{c^2}B_{ul}.$$  \hspace{1cm} (2.17)

The two equations (2.16) and (2.17) are called the equations of detailed balance. Because the Einstein coefficients do not depend on environmental conditions, the relations above are generally valid.

The radiative terms can be neglected if the density of collision partners $n_{col}$ is high enough. The level population in steady state will be determined by

$$n_uC_{ul} = n_lC_{lu}.$$  \hspace{1cm} (2.18)
With the Boltzmann equation (2.13), the collisional rate coefficients are related as

$$\frac{C_{lu}}{C_{ul}} = \frac{g_u}{g_l} e^{-\frac{\hbar \nu}{kT_{\text{kin}}}}. \quad (2.19)$$

Therefore, one of the collisional rate coefficients can be calculated if the other one and T are known.

2.1.5 Critical density

Considering a two-level system which does not have background radiation, the system only has collisions to excite the upper levels. These then decay collisionally or radiatively. Thus in steady state, equation (2.12) becomes

$$\frac{dn_u}{dt} = -\frac{dn_l}{dt} = -n_u(A_{ul} + n_{col}C_{ul}) + n_l n_{col}C_{lu} = 0. \quad (2.20)$$

Rearranging the formula above,

$$\frac{n_u}{n_l} = \frac{n_{col}C_{lu}}{n_{col}C_{ul} + A_{ul}}. \quad (2.21)$$

Inserting the relation (2.19) and defining the critical density $n_{cr} \equiv \frac{A_{ul}}{C_{ul}},$

$$\frac{n_u}{n_l} = \frac{1}{1 + \frac{n_{cr}}{n_{col}}} \cdot \frac{g_u}{g_l} e^{-\frac{\hbar \nu}{kT_{\text{kin}}}}. \quad (2.22)$$

Comparing this equation with the equation (2.13), it is found that $T_{ex}$ is equal to $T_{\text{kin}}$ when $n_{col}$ is much larger than $n_{cr}$. On the contrary, if radiative processes dominate, the gas is thermalized by the radiation.

2.2 Observational Techniques

In star-forming regions, observations at submillimeter and millimeter wavelengths are important because the cold dust and gas can be probed through these bands. In addition, chemical and physical conditions, such as abundances, distributions of molecules, temperature, and kinematics, can be investigated through rotational transitions of molecules which are located in these bands. In this thesis, we observed the HDO transitions in the millimeter and submillimeter wave bands from 80 GHz to 893 GHz (see Table 2.1). The basic concepts of the measurements we used are briefly presented below.

2.2.1 Single-dish Telescopes

Single-dish telescopes collect the radiation with a parabolic dish. The intensity of the incoming radiation is measured by a receiver in the telescope. Heterodyne receivers mix the signals with a tunable local oscillator and thus convert the astronomical signal to a lower-frequency band. Modern receivers allow us to detect wide frequency range simultaneously.

The noise appearing in the observed spectra depends mainly on the receiver and atmospheric noise. It
can be reduced by increasing the integration time. The noise from the whole system is proportional to the system temperature, $T_{\text{sys}}$. Thus, the observational noise for an integration time $t$ and a frequency bandwidth $\Delta \nu$ is given by the radiometer formula:

$$\Delta T = \frac{T_{\text{sys}}}{\sqrt{\Delta \nu t}}. \quad (2.23)$$

The ability of a telescope to separate two closely-spaced sources is called angular resolution and it is limited by diffraction. If a telescope has a dish with a circular aperture, the angular resolution ($\theta$ in radians) of this telescope can be determined by

$$\theta \approx 1.22 \frac{\lambda}{D}, \quad (2.24)$$

where $\lambda$ is the wavelength of the radiation, $D$ is the diameter of the main collecting dish (both in centimeters or meters). The angle $\theta$ is equal to the half power beam width (HPBW) in case of a Gaussian beam profile.

The observed sky is convolved by the beam during the observation. The beam consists of a main beam which is often approximated by a Gaussian, plus sidelobes at wider angles. If the source is smaller than the main beam and is a hypothetical Gaussian-like source with a full width at half-maximum (FWHM) $\sigma$, the beam dilution is given by the beam filling factor

$$f = \frac{\sigma^2}{\theta^2 + \sigma^2}. \quad (2.25)$$

To remove the influences from the atmosphere and the receiver bandpass, the signals need to be calibrated by subtracting the reference measurements taken at the positions different from the ones of the sources. Observations are differential measurements made by either slewing to emission free reference positions or by using the wobbling secondary if one observes a compact source (Wilson et al. 2000).

### 2.2.2 Interferometry

The size for single-dish telescopes is limited and therefore interferometers are used to reach high angular resolution. By combining the signals detected with individual antennas, observations with a large telescope that contains gaps in its aperture can be simulated. Instead of the diameter, the largest distance between antennas (longest baseline) determines the angular resolution in equation (2.24).

The signal from the sky received by one antenna is correlated with those received by other antennas, after applying the appropriate corrections for the geometric and instrumental phase delays. Instead of detecting the direct radiation from the sources, the interference patterns (fringes), which depend on the baselines and the radiation and structures of the sources, are recorded with interferometer observations. During the observations, different pairs of antennas have different spatial sensitivities formulated as $\theta_{ij} \sim \lambda/B_{ij}$. Here $\theta_{ij}$ and $B_{ij}$ are the spatial resolution and the lengths of the baseline (distances) for a given antenna pair $ij$. As the Earth rotates, $\theta_{ij}$ changes due to projections of the baselines. The outputs of the different correlations with different projections form a spatial sampling in Fourier space ($u, v$ plane).

In principle, telescope configurations with large and small uv-distances can probe signals from small and large scales, respectively. However, unlike a single-dish telescope which has complete sampling from the very inner area up to a maximum scale (limited by the size of its diameter), an interferometer has an
### 2.3. RADIATIVE TRANSFER MODELING

#### Table 2.1. Details of the observed HDO transitions

<table>
<thead>
<tr>
<th>Frequency (GHz)</th>
<th>Transition</th>
<th>$E_{\text{up}}$ (K)</th>
<th>$n_e^\ast$(para-H$_2$) (cm$^{-3}$)</th>
<th>$n_e^\ast$(ortho-H$_2$) (cm$^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>80.578</td>
<td>1$<em>{1,0}$–1$</em>{1,1}$</td>
<td>46.8</td>
<td>$2.23 \times 10^7$</td>
<td>$2.23 \times 10^7$</td>
</tr>
<tr>
<td>225.897</td>
<td>3$<em>{1,2}$–2$</em>{2,1}$</td>
<td>167.7</td>
<td>$9.19 \times 10^7$</td>
<td>$2.20 \times 10^7$</td>
</tr>
<tr>
<td>241.561</td>
<td>2$<em>{1,1}$–2$</em>{1,2}$</td>
<td>95.3</td>
<td>$3.53 \times 10^7$</td>
<td>$8.78 \times 10^6$</td>
</tr>
<tr>
<td>266.161</td>
<td>2$<em>{2,0}$–3$</em>{1,3}$</td>
<td>157.2</td>
<td>$1.21 \times 10^9$</td>
<td>$2.93 \times 10^8$</td>
</tr>
<tr>
<td>464.924</td>
<td>1$<em>{0,1}$–0$</em>{0,0}$</td>
<td>22.3</td>
<td>$1.71 \times 10^6$</td>
<td>$3.69 \times 10^5$</td>
</tr>
<tr>
<td>827.263</td>
<td>4$<em>{1,3}$–3$</em>{2,2}$</td>
<td>263.3</td>
<td>$2.44 \times 10^8$</td>
<td>$5.17 \times 10^7$</td>
</tr>
<tr>
<td>848.962</td>
<td>2$<em>{1,2}$–1$</em>{1,1}$</td>
<td>83.6</td>
<td>$1.89 \times 10^8$</td>
<td>$4.29 \times 10^7$</td>
</tr>
<tr>
<td>893.639</td>
<td>1$<em>{1,1}$–0$</em>{0,0}$</td>
<td>42.9</td>
<td>$5.72 \times 10^7$</td>
<td>$1.47 \times 10^7$</td>
</tr>
</tbody>
</table>

* Critical density at 100 K calculated by using the values of the Einstein coefficient and the collision rates tabulated for HDO (Faure et al. 2012) in the LAMDA database (http://www.strw.leidenuniv.nl/moldata/).

Incomplete uv-coverage. Especially the inner uv-sampling, which corresponds to large spatial scales, is missing. Interferometers thus cannot detect the signals coming from the scales larger than the ones set by the shortest baselines. This is the so-called "missing flux" problem. In other words, the interferometers are blind to the emission from the (very) extended structures of the sources. Because the uv-data (visibility data) are the real output from interferometers, to obtain the images of observed sources, we need to perform Fourier transformation of the visibility and subsequent image processing which involves deconvolution to reconstruct the true sky intensity distribution (Thompson et al. 2008).

### 2.3 Radiative transfer modeling

Solving the equation of radiative transfer to investigate the environment where the molecules exist is not simple because it needs proper assumptions of many physical conditions of the source, such as density and temperature. Nevertheless, some basic quantities, such as excitation temperature $T_{\text{ex}}$ and total molecular column density $N_{\text{tot}}$, can be estimated by analyzing the molecular line intensities without solving the radiative transfer equation. The most straightforward and common method is rotation diagram analysis, which is used in this thesis and assumes that the lines are optically thin and in local thermodynamic equilibrium (LTE) (Goldsmith & Langer 1999). Over the past few decades, the collisional-rate coefficients of many molecules have been computed (e.g. Offer et al. 1994; Daniel et al. 2005; Dayou & Balanço 2006; Faure & Josselin 2008; Dubernet et al. 2009; Daniel et al. 2011; Faure et al. 2012) and radiative transfer codes developed. These advances allow us to create models and compare their predicted radiation to the observational data.

Sections. 2.3.1 presents the radiative transfer code RATRAN, which is used to compute the molecular and dust radiation. In Sections. 2.3.2 I discuss how to compare models and real data.
2.3.1 RATRAN

To analyze the HDO data, we used the 1D Monte Carlo code RATRAN, developed by Hogerheijde & van der Tak (2000). This code calculates the excitation and radiative transfer for molecular lines and it determines the level populations by using an accelerated Monte Carlo method. Detailed information including the code itself and manual can be found at the website, https://personal.sron.nl/vd-tak/ratran/frames.html. There are two parts in this code: AMC and SKY. AMC computes the level population based on the physical source profiles and SKY uses the AMC results with ray-tracing to reproduce the output radiation of the source (source map). The input source model (physical profiles in different shells) is spherically symmetric and the required molecular data file is taken from the LAMDA database (http://home.strw.leidenuniv.nl/~moldata/).

AMC consists of two steps. In the first step, the program lets a group of random rays propagate through the source and then iterates the populations until the required accuracy is achieved. Then, the code repeats this procedure with rays from various directions (second step). The amount of photons is doubled, until the populations and the radiation are consistent. In the optically thick case, the procedure is accelerated by treating local contributions to the radiation field.

SKY solves the radiative transfer equation along the line-of-sight for each cell continuously from the back to the front. This progress is repeated for all pixels in the sky plane. The code computes one line at a time based on the frequency-dependent opacity and source function, which are known from the temperature, the dust opacity and the level populations.

2.3.2 Comparison of Model and Data

The output of the radiative transfer code finally produces the simulated synthetic radiation from the source, including continuum and line emission/absorption. In order to compare modeled results with the observational data, we need to modify the synthetic data. In this thesis, we mainly use the astronomical software MIRIAD to do this. For single-dish observations, the synthetic data first have to be convolved with the telescope beam, which is usually approximated as a Gaussian with the width obtained from equation (2.24). Then the modeled spectra are reprojected to the position where the telescope pointed.

For comparison with the interferometer data, mock observations are generated from the modeled data with the steps below. The values of the real observed parameters, such as epoch, rest frequency, and the coordinate of the observed reference position, are inserted into the blank header of the modeled data. After that, the modeled image is multiplied by the interferometer primary beam. Afterward, the (u,v) sampling retrieved from the real interferometer data is applied to the modeled image and then the resulting (u,v) data are inverted to obtain the simulated maps/spectra.

Because the judgment made by eye in comparing the overlaid spectra is subjective, computing the $\chi^2$ is adopted in thesis to estimate the goodness of the fits. In order to model the line velocity profiles, the definition of $\chi^2$ is $\chi^2 = \sum \left( \frac{T_{mb,ob} - T_{mb,mod}}{\sigma} \right)^2$, where the sum is taken over the channels in the spectrum. The $\sigma$ within this $\chi^2$ analysis includes the statistical errors and uncertainties in flux calibration, but does not include any uncertainty in the adopted collisional rate coefficients used in the excitation calculation (Faure et al. 2012).
Chapter 3

Water deuterium fractionation in the low-mass protostar NGC1333-IRAS2A
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3.1 Introduction

Molecular deuteration has been the focus of many studies. The abundance of deuterated molecules has been shown to be significantly increased in low-temperature environments, compared to the D/H elemental ratio in the interstellar medium ($\sim 1.5 \times 10^{-5}$, Linsky 2003). Over the last decade, very high D/H ratios in several molecules have been found in low-mass protostars, e.g. $D_2CO/H_2CO=0.05$ (Ceccarelli et al. 1998) and $CD_3OH/CH_3OH=0.01$ (Parise et al. 2004) toward IRAS 16293-2422. This can be interpreted in terms of the chemical formation pathways of these molecules – both are believed to be grain surface products in cold dark clouds through the formation process of successive CO hydrogenation (Parise et al. 2006). Because water is the main constituent of grain mantles, studies have been performed to investigate if deuterium enrichment of water is similar to the fractionation of formaldehyde and methanol. Several HDO transitions have been observed toward IRAS 16293−2422, and were modeled to derive the HDO abundance profile in its envelope (Parise et al. 2005a). Using the H$_2$O abundance profile as derived from ISO observations (Ceccarelli et al. 2000), the HDO/H$_2$O ratio was found to be $\sim 0.03$ in the inner hot corino, and $<0.002$ in the cold outer envelope (Parise et al. 2005a), i.e. significantly lower than the formaldehyde and methanol fractionation in the same source. A search for HDO ices in low-mass sources with large fractionation of formaldehyde and methanol found no HDO ices to a very low limit (Parise et al. 2003, HDO/H$_2$O $< 0.01$ in ices), which might be surprising if all species formed simultaneously on dust surfaces. Studying the abundance and distribution of HDO in low-mass prestellar envelopes is moreover an essential astrochemical goal, as it would provide the early conditions from where comets form. The HDO/H$_2$O ratio has been measured in several comets and found to be $\sim 3 \times 10^{-4}$ (Balsiger et al. 1995; Bockelée-Morvan et al. 1998; Meier et al. 1998). Up to now, the HDO emission has been studied in detail only in one low-mass protostar (IRAS 16293−2422, Parise et al. 2005a). A radiative transfer analysis of HDO emission has shown that the abundance profile of HDO can be constrained in low-mass protostellar
Table 3.1. Parameters of the HDO observations

<table>
<thead>
<tr>
<th>Telescope</th>
<th>Transition</th>
<th>Frequency</th>
<th>$E_{\text{up}}$</th>
<th>Beam $B_{\text{eff}}$</th>
<th>rms $b$</th>
<th>Resolution $T_{\text{mb}}^b$</th>
<th>$\Delta v$</th>
<th>$\int T_{\text{mb}}dv$</th>
</tr>
</thead>
<tbody>
<tr>
<td>IRAM 1,0–1,1</td>
<td>80.578</td>
<td>46.8</td>
<td>31.2</td>
<td>0.78</td>
<td>11.6</td>
<td>0.15</td>
<td>17.8</td>
<td>3.9±1.1</td>
</tr>
<tr>
<td>IRAM 3,1–2,2</td>
<td>225.897</td>
<td>167.7</td>
<td>11.1</td>
<td>0.57</td>
<td>24.7</td>
<td>0.10</td>
<td>113.5</td>
<td>4.2±0.3</td>
</tr>
<tr>
<td>IRAM 2,1–2,1</td>
<td>241.561</td>
<td>95.3</td>
<td>10.4</td>
<td>0.46</td>
<td>30.8</td>
<td>0.19</td>
<td>98.6</td>
<td>4.1±0.5</td>
</tr>
<tr>
<td>JCMT 1,0–0,0</td>
<td>464.924</td>
<td>22.3</td>
<td>10.8</td>
<td>0.44\textsuperscript{a}</td>
<td>125</td>
<td>0.20</td>
<td>305.8</td>
<td>6.2±0.8</td>
</tr>
<tr>
<td>APEX 1,1–0,0</td>
<td>893.639</td>
<td>42.9</td>
<td>7.0</td>
<td>0.35</td>
<td>210</td>
<td>0.25</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Values as observed on Jupiter during the second semester of 2004 with the RxW-C receiver.
\textsuperscript{b}T_{mb} scale.
\textsuperscript{c}3σ upper limit of integrated flux with assumption that $\Delta v$ is 5 km/s.
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envelopes by means of the analysis of several HDO lines, spanning different energy conditions (Parise et al. 2005b). Now that the \textit{Herschel} telescope is delivering its first data, which allows us to get a better measure of the water abundance profile in protostars, the time is ripe to study water fractionation in these environments. Here we present the modeling of HDO observations toward a second solar-type Class 0 protostar, NGC1333-IRAS2A (IRAS2A). In Section 2 we present the observations and first results, in Section 3 we present the radiative transfer modeling, and discuss the results in Section 4. We finally conclude in Section 5.

3.2 Observations and results

3.2.1 The source

IRAS2A is a solar-type Class 0 protostar located in the NGC 1333 molecular cloud. The adopted distance of IRAS2A is 235 pc (Hirota et al. 2008). Deuterium fractionation of formaldehyde and methanol in the envelope has been studied by Parise et al. (2006). The deuterium enrichments (HDCO/H$_2$CO $\sim$ 0.17 and CH$_2$DOH/CH$_3$OH $\sim$ 0.62) are higher than in IRAS 16293-2422 (Parise et al. 2004). The H$_2$O line emission in IRAS2A was recently observed with the \textit{Herschel} telescope (Kristensen et al. 2010b).
3.2. OBSERVATIONS AND RESULTS

3.2.2 Observations

Observations were carried out at three different telescopes. Using the IRAM 30m telescope, we observed the 80, 225, and 241 GHz lines (see Figure 3.1) toward IRAS2A, at position $\alpha_{2000}=03^h28^m55^s.60$ and $\delta_{2000}=31^\circ14'37''.00$, on 2004 Nov. 26 under PWV $\sim2$mm. The focus was checked on Uranus, and the local pointing on 0333+321, leading to an uncertainty in the pointing of less than 3″ (rms). We used the wobbler switching mode, with a throw of 90″. Typical system temperatures varied in the range 115–150 K at 80 GHz, 240–310 K at 225 GHz, and 375–525 K at 241 GHz. During a second IRAM run, we observed an offset position relative to the source, to check for a possible contribution of the outflow. We targeted the 80GHz and 225GHz lines on 2005 Apr. 9, toward the position $\alpha_{2000}=03^h29^m01^s.00$ and $\delta_{2000}=31^\circ14'20''.00$.
The 464 GHz observations were retrieved from the JCMT archive (project M04BN06). The $1_{0,1}$-0$_{0,0}$ line was observed toward the position of IRAS2A as well as toward the outflow on 2004 Sep. 27, under an opacity $T_{225\text{GHz}}=0.05$. The 893 GHz line was observed using the CHAMP$^+$ multi-pixel receiver on APEX in Sep. 2008. The central pixel was centered on position $\alpha_{2000}=03^h28^m55^s.40$ and $\delta_{2000}=31^\circ14'35''.00$. Local pointing was checked in CO(6-5) on IK-Tau. We used the wobbler symmetric switching mode, with a throw of 120″, resulting in OFF positions at 240″ from the source. The total integration time is 95 minutes. The CO(6-5) line, observed in parallel on the 650 GHz receiver, is clearly detected with a peak $T_A^*$ of order of 3 K, and is presented in Kristensen et al. (2010b).

Table 3.1 lists the characteristics of the HDO observations. The unit of flux here was converted from $T_A^*$ to $T_{mb}$ using the beam efficiencies indicated in the Table, which we took from the IRAM1 and JCMT2 websites. The beam efficiency for CHAMP$^+$ was measured in Oct. 2007 on Mars.

Figure 3.1 HDO energy levels. The transitions that were observed in this work are marked with arrows (frequency in GHz).

---

1 http://www.iram.es/IRAMES/telescope/telescopeSummary/telescope_summary.html
2 http://www.jach.hawaii.edu/JCMT/spectral_line/Standards/beameff.html
Figure 3.2 Observed HDO spectra. The words in the lower left side of each spectrum indicate the observed position: source (on source) and outflow (offset-position).
3.2.3 Results

The spectra observed toward IRAS2A and the offset outflow position are presented in Figure 3.2. The transitions from 80 GHz to 464 GHz are detected on-source, while we only have an upper-limit for the second ground transition, at 893 GHz. No line is detected at the offset position (see Table 3.1 and Figure 3.2).

Figure 3.3 $X_{\text{HDO}}$ and $X_{\text{HDO}}$ contours (1, 2 and 3σ) for the different central star mass ($M_*$). The black-solid and red-dashed lines indicate the contours of $M_*=0.07\,M_\odot$ and $M_*=0.15\,M_\odot$. The symbols “+” correspond to the best-fit model of each case.

3.3 Modeling

Because no emission is detected at the targeted outflow position, we use an envelope model to fit the observational results, excluding any possible contribution of outflows or shocks. To analyze the HDO data, we used the 1D Monte Carlo code, RATRAN, developed by Hogerheijde & van der Tak (2000). The adopted density, opacity, and temperature profiles are derived with the 1D DUSTY code (Ivezić & Elitzur 1997) following the procedure of Jørgensen et al. (2002) (Yıldız et al. 2010). In addition, we assumed the free-fall velocity field, $v = (2GM_*/r)^{1/2}$ and adopted the somewhat arbitrary values for the central mass, $M_*=0.07$ and $0.15\,M_\odot$, consistent with the low mass inferred for the central object by Brinch et al. (2009). We will discuss this choice in Section 4.1. The emission was modeled in terms of a jump model, where the fractional abundances of deuterated water, relative to H$_2$, in the inner part of the source ($T > 100\,\text{K}$, assumed evaporation temperature) and in the outer part ($T \leq 100\,\text{K}$) are two free parameters, $X_{\text{HDO}}$ and $X_{\text{HDO}}$, respectively. We performed an $\chi^2$ analysis for $X_{\text{HDO}}$ ranging from $1 \times 10^{-10}$ to $2 \times 10^{-7}$ and for $X_{\text{HDO}}$ ranging from $9 \times 10^{-12}$ to $5 \times 10^{-8}$. Contrarily to the study by Parise et al. (2005a), who only modeled the integrated flux of HDO lines, we here intend to model as well the line velocity profiles. In order to get a higher signal-to-noise ratio and a consistent weighting of each spectra, we smoothed the observed spectra to similar resolutions between $0.4 – 0.6\,\text{km/s}$. The $\chi^2$ was then computed on the profile of these smoothed spectra. Here the definition of $\chi^2$ is $\Sigma \frac{(T_{\text{mb,obs}}-T_{\text{mb,mod}})^2}{\sigma^2}$, where the sum is over each channel in each spectrum. The parameters of the fits and their results are...
Table 3.2. Fitting parameters and their results

<table>
<thead>
<tr>
<th>Central star mass (M_☉)</th>
<th>Doppler parameter b^a (km/s)</th>
<th>Best fit HDO abundances inner region</th>
<th>Best fit HDO abundances outer region</th>
<th>$\chi^2_{\text{red}}$ (3σ) HDO abundances confidence interval (3σ) inner region</th>
<th>$\chi^2_{\text{red}}$ (3σ) HDO abundances confidence interval (3σ) outer region</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.07</td>
<td>2.0</td>
<td>$8.0 \times 10^{-8}$</td>
<td>$7.0 \times 10^{-10}$</td>
<td>1.1 $6.6 \times 10^{-8}$ – $1.0 \times 10^{-7}$</td>
<td>9 $10^{-11}$ – 1.8 $10^{-9}$</td>
</tr>
<tr>
<td>0.15</td>
<td>1.0</td>
<td>$8.6 \times 10^{-8}$</td>
<td>$5.5 \times 10^{-10}$</td>
<td>1.1 $6.8 \times 10^{-8}$ – $1.1 \times 10^{-7}$</td>
<td>9 $10^{-11}$ – 1.5 $10^{-9}$</td>
</tr>
</tbody>
</table>

^a Fixed parameters.

listed in Table 3.2. The $\sigma$ within this $\chi^2$ analysis includes the statistical errors and uncertainties in flux calibration (~20%), but does not include any uncertainty in the adopted collisional rate coefficients used in the excitation calculation (Green 1989). The black-solid and red-dashed lines in Fig. 3.3 present the contours delimitating the 1σ (68.3%), 2σ (95.4%) and 3σ (99.7%) confidence intervals. These contours are derived with the method described in Lampton et al. (1976), who shows that the $\Delta S = \chi^2 - \chi^2_{\text{min}}$ random variable follows a $\chi^2$ distribution with p variables, p being the number of parameters. Here p=2 ($X_{\text{in}}$ and $X_{\text{out}}$), so that these contours correspond to $\chi^2 = \chi^2_{\text{min}} + 2.3$, $\chi^2_{\text{min}} + 6.17$ and $\chi^2_{\text{min}} + 11.8$. Here we use "1σ", "2σ", and "3σ" in analogy with gaussian-distributed random variables.

Figure 3.4 Comparison of the observed spectra smoothed to 0.4 – 0.6 km/s spectral resolution with the results of our best-fit models for two different masses of the central protostar. The observed line emission is shown in black lines in each spectrum. The red and green lines show the results of the models with the assumptions that $M_\star$ is 0.07 M_☉ and 0.15 M_☉, respectively.

The obtained minimum $\chi^2_{\text{red}}$ is not far from 1, which indicates that the model assuming a simple collaps-
ing envelope is a reasonable description of the data. The inner and outer fractional abundance is well constrained by our data at the 3σ level. The smoothed spectra are overlaid with the modeling results of the best fit with two different central-star masses in Fig. 3.4.

3.4 Discussion

The first results of our model are that the observations are well described by the adopted envelope model, and that the HDO abundance profile displays a jump by two orders of magnitude between the cold and the warm envelope for the best fit. Below we first discuss the choice of the velocity field and the Doppler $b$-parameter, which is the turbulence broadening.

3.4.1 The high turbulence broadening

Although the minimum $\chi^2_{\text{red}}$ value shows that the simplest model (i.e. an infalling envelope) describes our data well, the required turbulence broadening $b$ of 2 km/s may seem unrealistically high for the best model ($M=0.07\ M_\odot$). We note however that this $b$ parameter is degenerate within the noise of our observations with the choice of the free-fall velocity profile in the envelope. Indeed, increasing the central mass (which is anyway mainly unconstrained) to 0.15 M$_\odot$ allows us to reproduce the linewidths with a significantly lower $b = 1$ km/s. The minimum $\chi^2_{\text{red}}$ in this case is the same as the model with central mass 0.07 M$_\odot$, and the $x_{\text{HDO}}^\text{in}$ and $x_{\text{HDO}}^\text{out}$ of the best fit model are $8.6 \times 10^{-8}$ and $5.5 \times 10^{-10}$, which are still within the 1σ of previous results (Fig. 3.3). This shows that the constraints on $x_{\text{HDO}}^\text{in}$ and $x_{\text{HDO}}^\text{out}$ do not depend much on the chosen velocity profile, and that the turbulence is barely constrained in the models.

3.4.2 The fractional abundance of HDO

The low value of $\chi^2_{\text{red}} = 1.1$ for the best-fit model shows that the assumption of a jump profile for the abundance in a spherical envelope is appropriate to fit our data. The abundance of HDO jumps by at least a factor of 44 at the 3σ confidence level (see Fig. 3.3). Ices are therefore shown to evaporate from the grains in the inner part of the envelope in IRAS2A. This property has also been shown on HDO and H$_2$O in IRAS 16293-2422 (Parise et al. 2005a; Ceccarelli et al. 2000). Moreover, the best-fit HDO abundances of the two cases are also similar to the values of HDO fractional abundances in IRAS 16293-2422 (see Table 3.3). This suggests that the mechanisms to form HDO could be the same in both these solar-type class 0 protostars, even if the two sources are located in different star-forming regions (Perseus v.s. Ophiuchus), and that the case of IRAS 16293-2422 is not peculiar. The present study provides the second detailed multi-transition HDO analysis toward a low-mass protostar, and the study of a greater number of sources would be essential to generalize this result.

3.4.3 Water deuterium fractionation in low-mass protostars

In order to derive the HDO/H$_2$O ratio in the IRAS2A envelope, we need to infer the H$_2$O abundance profile in the quiescent envelope. Figure 3.5 compares the spectra of the 225 HDO line and the 987 H$_2$O line (Kristensen et al. 2010). Both the total water emission and the emission where the broad outflow Gaussian component was removed are shown. In this figure we multiplied the intensity of 225 HDO
Table 3.3. Comparison of HDO fractional abundance between NGC1333-IRAS2A and IRAS 16293-2422

<table>
<thead>
<tr>
<th>Source</th>
<th>best fit</th>
<th>confidence interval (3σ)</th>
<th>$x_{\text{HDO in}}$</th>
<th>$x_{\text{HDO out}}$</th>
<th>Inner $x_{\text{HDO}}$</th>
<th>Outer $x_{\text{HDO}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>IRAS2A</td>
<td></td>
<td></td>
<td>$8 \times 10^{-8}$</td>
<td>$7 \times 10^{-10}$</td>
<td>$6.6 \times 10^{-8} - 1.0 \times 10^{-7}$</td>
<td>$9 \times 10^{-11} - 1.8 \times 10^{-9}$</td>
</tr>
<tr>
<td>IRAS 16293</td>
<td></td>
<td></td>
<td>$1 \times 10^{-7}$</td>
<td>$1.5 \times 10^{-10}$</td>
<td>$7 \times 10^{-8} - 1.3 \times 10^{-7}$</td>
<td>$\leq 1.0 \times 10^{-9}$</td>
</tr>
<tr>
<td>Orion KL</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes:

- The HDO fractional abundance was derived with $M=0.07 \, M_\odot$.
- The fractional abundances of water taken here are $x_{\text{HDO in}} \leq 1 \times 10^{-5}$ and $x_{\text{HDO out}} = 1 \times 10^{-8}$, as constrained by Visser et al. in prep. from the $1_{11} - 0_{00}$, $202 - 111$, and $2_{11} - 2_{02}$ H$_2$O lines and the upper-limit on the $1_{11} - 0_{00}$ H$_2$O line presented in Kristensen et al. (2010).
3.4. DISCUSSION

Figure 3.5 Comparison of the HDO emission with H$_2$O emission with/without wing. The red line indicates the emission line of the HDO transition at 225 GHz. The black and blue line show the line emission of the H$_2$O transition at 987 GHz with and without outflow component. The H$_2$O data are taken from Kristensen et al. (2010b).

line with a factor of 2.2 to compare it with the H$_2$O emission. Obviously the H$_2$O line is broader than the HDO line (FWHM = 9.5 km s$^{-1}$ versus up to 6 km s$^{-1}$ for HDO), even where the broad outflow component was removed. This medium-broad component has been interpreted to come from small-scale shocks because of the interaction of the jet and wind with the dense inner envelope on scales of $\sim 1''$ (Kristensen et al. 2010b). In addition, the H$_2$O emission from the warm inner envelope was suggested to be optically thick (Kristensen et al. 2010b). Therefore, the H$_2$O lines do not probe the quiescent envelope and HDO lines may not probe the same gas.

To obtain upper limits on the quiescent H$_2$O abundance, Visser et al. in prep. used deep integrations on various H$_{18}$O lines presented by Kristensen et al. (2010). The non-detection of narrow H$_{18}$O features limits the inner H$_2$O abundance to $\lesssim 10^{-5}$, whereas the presence of narrow deep H$_2$O self-absorption gives an outer H$_2$O abundance of $\sim 10^{-8}$.

The values of the HDO/H$_2$O ratio within the present constraints are listed in Table 3.3. The HDO/H$_2$O ratios in the inner warm and the outer cold envelope are found to be more than 1% and are in the range of 0.9%–18% (3$\sigma$). The D/H ratio of water in the outer envelope is roughly one order of magnitude lower than the ratio of methanol, which confirms the trend measured in IRAS 16293–2422. Obviously, better constraints on the H$_2$O abundances in the inner warm envelope are required to see if the deuterium enrichment in water is significantly lower than in methanol. On the other hand, the similar HDO/H$_2$O ratio and the one order magnitude higher CH$_2$DOH/CH$_3$OH ratio of IRAS2A and Orion KL suggest that the environment plays a role in the chemistry.

The HDO/H$_2$O ratio in the inner envelope is found to be more than one order of magnitude higher than the ratio measured in comets, as for IRAS 16293–2422. If this high deuterium enrichment of water is typical of low-mass protostellar envelopes, and if the HDO/H$_2$O ratio measured in the cometary coma is representative of the cometary ice composition, then this would imply that the deuterium fractionation of water is reprocessed at some point between the protostellar envelope and the cometary ice. Reprocessing of the gas in the hot corino warm environment is expected to reduce the deuterium fractionation on
typical timescales of $10^5$ yrs in environments of density $\sim 10^6$ cm$^{-3}$ (Charnley et al. 1997). However, in this case, re-condensation of the gas on the grains would be required. Isotopologue exchanges are also possible at the surface of the grains (see e.g. Ratajczak et al. 2009), without requiring evaporation. This may however not be enough to deplete the deuterium level in water, because water is the main component of water ices. A mechanism to get rid of deuterons from the grain surface would need to be invoked. Because of the high abundance of water, this mechanism should involve efficient exchange reactions. A suggestion would be to study in the laboratory the possibility of deuteron exchange between HDO and H$_2$ at the grain surfaces.

Improving the observational constraints on the HDO/H$_2$O ratio in protostellar envelopes is essential to allow us to understand the implications in terms of chemical evolution in the protosolar nebula. Figure 3.6 shows the RATRAN modeling prediction for two H$_2^{18}$O lines, for a set of reasonable water abundances. We made the assumption that the standard ortho/para ratio is 3 and the $^{18}$O/$^{16}$O ratio is $2.05 \times 10^{-3}$. Figure 3.6b shows that the H$_2^{18}$O 1189 GHz line emission is much more sensitive to the inner fractional abundance of water than the H$_2^{18}$O 1101 GHz line. This line is therefore a good candidate to target with the Herschel telescope to further constrain the inner water abundance.

![Figure 3.6 Model predictions for the chosen H$_2^{18}$O lines. $X_{in}$ and $X_{out}$ represent the water (H$_2$O) abundance in the inner warm ($> 100$ K) and outer cold ($\leq 100$ K) envelope. A standard ortho/para ratio of three was assumed.](image-url)
3.5 Conclusion

We presented the observation of five HDO lines toward the solar-type class 0 protostar NGC1333-IRAS2A using the IRAM 30m, JCMT and APEX telescope. Four of them are clearly detected, while the second ground-state transition line at 893 GHz is not. Because there are no detections at the outflow position at 80, 225, and 464 GHz, we assumed for the modeling that most emission comes from the envelope.

We modeled the emission with the RATRAN radiative transfer code, assuming a step profile for the HDO abundance. We derived the HDO abundance in the inner and outer parts of the envelope to be $x_{\text{HDO}}^{\text{in}} = 8 \times 10^{-8}$ and $x_{\text{HDO}}^{\text{out}} = 7 \times 10^{-10}$. This result shows that the HDO abundance is enhanced in the inner envelope because of the ices’ evaporation from the grains, as for IRAS 16293-2422. Moreover, the values are similar to those in IRAS 16293-2422, which suggests that the pathway of the formation of HDO is the same in low-mass class 0 protostars. The study of a larger sample of sources is needed to generalize this result.

The HDO/H$_2$O abundance ratio is found to be $>1\%$ in the inner envelope. A better constraint on the H$_2$O abundance in the inner envelope is required to derive the deuterium enrichment in the warm envelope.
4.1 Introduction

In the past decades, the abundance of deuterated molecules has been shown to be significantly enhanced in low-temperature environments (e.g. Snell & Wootten 1977; Wootten et al. 1982; Roueff et al. 2000; Loinard et al. 2001) compared to the D/H elemental ratio in the interstellar medium (≈1.5 × 10^{-5}, Linsky 2003). The level of deuterium fractionation of molecules is a potentially good tracer of their formation process. This characteristic was demonstrated and used to infer chemical routes of formation for, e.g., methanol (Parise et al. 2004, 2006) and ammonia (Roueff et al. 2005).

Water is an important molecule, because it is the main constituent of grain mantles and an essential molecule in the oxygen chemistry in dense interstellar clouds. It can be formed by three mechanisms: dissociative recombination in gas phase by ion-molecule chemistry (Bergin et al. 2000), combination of atoms on the surface of cold dust grains at low temperature (Tielens & Hagen 1982; Cuppen et al. 2010), and gas phase reaction at high temperature (> 250K) (Wagner & Graff 1987; van der Tak et al. 2006). To constrain the formation process of water, studying the D/H ratio of water is a promising method, because the three scenarios would result in different fractionation.

The D/H ratio of water has been studied toward several hot-cores (Jacq et al. 1990; Pardo et al. 2001; van der Tak et al. 2006) and low-mass protostars (Parise et al. 2005a; Liu et al. 2011). The studies of the high-mass hot cores, Orion IRc2 and AFGL 2591, and the low-mass protostars, IRAS16293-2422 and NGC1333-IRAS2A, suggest that the HDO emission mainly originates in the envelope and with different HDO/H_2O ratios in the two different environments (≈10^{-2} for low-mass cases and ≈10^{-4} for high-mass cases). In addition, the D/H ratios of water are significantly lower than the formaldehyde and methanol fractionation in the same sources (Parise et al. 2006; Turner 1990), which might be surprising if all species formed simultaneously on dust surfaces. This low deuterium enrichment of water, if confirmed, is a very
Table 4.1. Details of the APEX HDO observations toward G34.26+0.15

<table>
<thead>
<tr>
<th>Frequency GHz</th>
<th>Transition</th>
<th>( E_u ) K</th>
<th>( n_{\text{crit}}^{\text{para-H}_2} ) cm(^{-3})</th>
<th>( n_{\text{crit}}^{\text{ortho-H}_2} ) cm(^{-3})</th>
<th>HPBW ''</th>
<th>( B_{\text{eff}} ) K</th>
<th>( T_{\text{sys}} ) K</th>
<th>( dv ) km/s</th>
<th>Receiver</th>
</tr>
</thead>
<tbody>
<tr>
<td>225.897</td>
<td>3_{1,1} \rightarrow 2_{2,0}</td>
<td>167.7</td>
<td>( 1.19 \times 10^8 )</td>
<td>( 2.65 \times 10^7 )</td>
<td>28</td>
<td>0.75</td>
<td>196–210</td>
<td>0.16</td>
<td>APEX-1</td>
</tr>
<tr>
<td>241.561</td>
<td>2_{1,1} \rightarrow 2_{1,0}</td>
<td>95.3</td>
<td>( 4.00 \times 10^7 )</td>
<td>( 1.03 \times 10^7 )</td>
<td>26</td>
<td>0.75</td>
<td>218–235</td>
<td>0.15</td>
<td>APEX-1</td>
</tr>
<tr>
<td>266.161</td>
<td>2_{1,1} \rightarrow 3_{2,0}</td>
<td>157.2</td>
<td>( 1.53 \times 10^9 )</td>
<td>( 3.36 \times 10^8 )</td>
<td>24</td>
<td>0.75</td>
<td>249–261</td>
<td>0.14</td>
<td>APEX-1</td>
</tr>
<tr>
<td>464.924</td>
<td>1_{0,1} \rightarrow 0_{0,0}</td>
<td>22.3</td>
<td>( 1.61 \times 10^6 )</td>
<td>( 3.74 \times 10^5 )</td>
<td>14</td>
<td>0.53</td>
<td>498–528</td>
<td>0.08</td>
<td>PI460</td>
</tr>
<tr>
<td>893.639</td>
<td>1_{1,1} \rightarrow 0_{0,0}</td>
<td>42.9</td>
<td>( 5.64 \times 10^7 )</td>
<td>( 1.44 \times 10^7 )</td>
<td>7</td>
<td>0.36</td>
<td>2656–3685</td>
<td>0.12</td>
<td>CHAMP+</td>
</tr>
</tbody>
</table>

\( ^a \) Critical density at 100 K calculated with the values of the Einstein coefficient and the collision rates tabulated for HDO (Faure et al. 2012) in the LAMDA database (http://www.strw.leidenuniv.nl/moldata/).

\( ^b \) The velocity resolution of the original settings in the observations.

valuable constraint for astrochemical models that strive to explain the chemical processes involved in the formation of water.

Previous studies have shown that the distribution of the HDO abundance can be constrained in low-mass protostellar envelopes with the radiative transfer analysis of several HDO lines, which span different energy conditions (Parise et al. 2005b; Liu et al. 2011).

While some detailed studies that also involve the ground transitions of HDO have recently been performed toward low-mass star-forming regions (Parise et al. 2005a; Liu et al. 2011; Coutens et al. 2012), most of the water fractionation studies in high-mass hot cores were performed more than ten years ago, when the submillimeter spectrum was still extremely difficult to observe. Thanks to the advance of sensitive submillimeter receivers, such as those on the APEX telescope, and to the launch of Herschel, it is now possible to carry out much more detailed radiative transfer analyses of HDO and H\(_2\)O. We aim here to carry out such a detailed study on one massive protostellar object, G34.26+0.15, to constrain the formation of water in a high-mass hot core.

G34.26+0.15 is a well-studied hot core associated with an ultra-compact HII region. The HDO/H\(_2\)O ratio has been derived to be \( 1.1 \times 10^{-4} \) toward this source from the analysis of one HDO and one H\(_2\)O transition line (Gensheimer et al. 1996). With the five transition lines including the ground-state lines in the submillimeter-wave range (241, 225, 266, 464, and 893 GHz with APEX) and with higher angular resolution observations (241 and 225 GHz with SMA), we can study the HDO abundance and distribution at the core scale. This source was one of the targets of the WISH Key Program (van Dishoeck et al. 2011) with the Herschel telescope, ensuring that information on the abundance of water is available (Wyrowski et al. 2010). This hot core has been the target of molecular line surveys and showed high levels of deuterium fractionation (Hatchell et al. 1998b; Jacq et al. 1990; Gensheimer et al. 1996). The D/H ratios of formaldehyde and HCN toward G34.26 are \( \sim 1\% \) and \( \sim 0.1\% \) (Roberts & Millar 2007; Hatchell et al. 1998a).

This paper is organized as follows. In Section 2 we present the observations. We present the observational results and the radiative transfer modeling in Sects. 3 and 4. The discussion and conclusion are given in Sects. 5 and 6.
4.2 Observations

4.2.1 Single-dish observations

HDO observations were carried out with the APEX telescope. We observed the 225, 241, 266, 464, and 893 GHz lines (Table 4.1) toward G34.26+0.15 at the hot core position $\alpha_{2000}=18^h53^m18^s.57$ and $\delta_{2000}=01^o14^m58^s.3$ in September 2010. The focus was checked on Saturn, and the local pointing on G34.26+0.15 itself. We used the wobbler-switching mode with a throw of 240″. Table 4.1 lists the characteristics of the HDO observations. The temperature scale here was converted from $T^*_A$ to $T_{mb}$ using the beam efficiencies indicated in Table 4.1, which we took from the APEX website. The beam efficiency for CHAMP+ was measured in July 2010 on Mars.

4.2.2 Interferometer observations

The observations were carried out on April 26 and May 10, 2011 with the Submillimeter Array (SMA) on Mauna Kea, Hawaii. We used the 230 GHz receivers to observe the 225 and 241 GHz lines as well as the 1.3 mm continuum simultaneously. The primary-beam size (HPBW) of the 6-m-diameter antennas at 230 GHz was measured to be $\sim$54″. The phase tracking center of this observation is the same as for the APEX observations. The spectral correlator covers 4 GHz bandwidth in each of the two sidebands separated by 10 GHz. The frequency coverages are 225.76 – 229.73 GHz in the lower sideband and 237.73 – 241.71 GHz in the upper sideband. Each band is divided into 48 chunks. A hybrid resolution mode was set with 512 channels per chunk (16.2 kHz resolution) for the HDO $J_{K, K}=3_{1, 2} - 2_{2, 1}$ (s47), and 256 channels per chunk (32.4 kHz) for the HDO $J_{K, K}=2_{1, 1} - 2_{1, 2}$ (s46).

The visibility data were calibrated using the MIR software package, which was originally developed for the Owens Valley Radio Observatory. The absolute flux density scale was determined from observations of Neptune for all data. The pair of nearby compact radio sources 1743-038 and 1911-201 was used to calibrate relative amplitude and phase. We used 3C279 to calibrate the bandpass. The calibrated visibility data were Fourier transformed and CLEANed using the MIRIAD package. The map was made using uniform weighting. The synthesized beam size was 3′4×2′5 with a position angle of –64°. The continuum map was obtained by averaging all line-free channels in the two bands except chunks s44-s48 because they have different frequency resolution.

4.3 First results

4.3.1 Single-dish observations

The spectra observed toward G34.26+0.15 are presented in Figure 4.1. All transitions are detected. They all appear in emission, except for the 893 GHz line, which shows a complex profile, dominated by an absorption component. This is because the 893 GHz line is a ground transition and has a high critical density. The line profiles of the three high-excitation transitions (225, 241, and 266 GHz) are close to Gaussian and their linewidths are $\sim 6.3 – 6.7$ km/s, obtained from a Gaussian fit. Not only are the profiles of 225 and 241 GHz HDO lines very similar, but their intensities are very close to each other. The

linewidth of the 464 GHz HDO line is slightly wider than the high-excitation lines (∼7.2 km/s), although this does not appear to be significant, owing to the large error bars, and as shown in Fig. 4.1(f), which displays the superposition of the 464 and 241 GHz line profiles. It is found that the difference between these two spectra is still within the 3σ noise level, and that there is no obvious evidence for the existence of a broad component in the 464 GHz line, as was found in some ground transition H_{2}O lines (Kristensen et al. 2010b; Chavarria et al. 2010).

Table 4.2 lists the properties of the observed HDO lines. Using the integrated line intensities, we performed a rotation diagram analysis assuming that the lines are optically thin and in local thermodynamic equilibrium (LTE) (Goldsmith & Langer 1999). We considered only the three high-excitation lines, because the two ground-state lines are suggested to be optically thick (see section 4.3). We assumed a 1′′ source size, as suggested from the interferometric observations (Table 4.3). Because this size is smaller than the three observational beams, the derived column density and source size are degenerate, and the temperature does not depend on the size assumption. The resulting rotation diagram is displayed in Figure 4.2. The rotation temperature obtained is ∼141^{+489}_{−62} K, which is consistent with the estimates of the kinetic temperature (160±30 K) from the analysis of OCS, CH_{3}OH, SO, and HC_{3}N (Mookerjea et al. 2007). The derived total molecular column density of the hot HDO is 4.1×10^{17} cm^{-2} averaged on the assumed 1′′ extended source.

Figure 4.1 (a)–(e) HDO spectra observed with APEX. The red lines indicate the results of the Gaussian fit. (f) Comparison of the HDO 464 and 241 GHz spectra. The numbers in the plots indicate the observed frequencies (in GHz). The gray vertical lines are at V_{LSR} = 58 km/s.
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Figure 4.2 HDO rotation diagram. The detected lines are shown as crosses with error bars. The size of the error bars corresponds to 20% of the intensity due to the calibration uncertainty.

Table 4.2. Properties of the HDO lines.

<table>
<thead>
<tr>
<th>Freq.</th>
<th>rms$^{bce}$</th>
<th>$T_{cont}^{ce}$</th>
<th>$T_{peak}^{ce}$</th>
<th>$V_{LSR}^{ce}$</th>
<th>$\Delta v^{de}$</th>
<th>$\int T_{mb} dv^{ef}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GHz</td>
<td>K</td>
<td>K</td>
<td>K</td>
<td>km/s</td>
<td>km/s</td>
<td>K km/s</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>APEX Observations</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>225</td>
<td>0.06</td>
<td>0.85</td>
<td>0.53</td>
<td>57.5±0.1</td>
<td>6.7±0.2</td>
<td>3.8±0.1</td>
</tr>
<tr>
<td>241</td>
<td>0.04</td>
<td>0.88</td>
<td>0.52</td>
<td>58.0±0.2</td>
<td>6.3±0.5</td>
<td>3.5±0.2</td>
</tr>
<tr>
<td>266</td>
<td>0.12</td>
<td>0.9</td>
<td>0.37</td>
<td>57.9±0.2</td>
<td>6.6±0.6</td>
<td>2.6±0.2</td>
</tr>
<tr>
<td>464</td>
<td>0.24</td>
<td>4.0</td>
<td>1.66</td>
<td>57.9±0.2</td>
<td>7.2±0.4</td>
<td>12.6±0.6</td>
</tr>
<tr>
<td>893</td>
<td>0.53</td>
<td>13.0</td>
<td>-1.89</td>
<td>61.9±0.1$^a$</td>
<td>3.7±0.1$^a$</td>
<td>-8.4±0.6$^a$</td>
</tr>
<tr>
<td>SMA Observations</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>225</td>
<td>4.2</td>
<td>...</td>
<td>0.32</td>
<td>57.9±0.1</td>
<td>7.0±0.2</td>
<td>2.4±0.1</td>
</tr>
<tr>
<td>241</td>
<td>17.0</td>
<td>...</td>
<td>0.33</td>
<td>57.9±0.1</td>
<td>6.3±0.2</td>
<td>2.2±0.1</td>
</tr>
</tbody>
</table>

$^a$ Only the absorption part, between velocity ($V_{LSR}$) 57.6 – 66.2 km/s.

$^b$ The rms values are measured with the resolutions of the original observation settings (Table 4.1).

$^c$ $T_{mb}$ scale

$^d$ FWHM

$^e$ Value is derived from a Gaussian fit using the software CLASS.

$^f$ The uncertainties only include the statistical noise and not the calibration uncertainties.
Table 4.3. Results of the SMA observations

<table>
<thead>
<tr>
<th>Beam</th>
<th>Freq.</th>
<th>rms</th>
<th>Integrated flux</th>
<th>Peak position</th>
<th>Positional error</th>
<th>Deconvolved size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GHz</td>
<td>Jy/Beam</td>
<td></td>
<td>RA(J2000)</td>
<td>DEC(J2000)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>''</td>
<td>''</td>
<td>''</td>
</tr>
<tr>
<td>HDO 225</td>
<td>3''70×2''54</td>
<td>225.9</td>
<td>0.06</td>
<td>71.3 Jy-km/s</td>
<td>18''53''18''61</td>
<td>01''14''58''38</td>
</tr>
<tr>
<td>HDO 241</td>
<td>3''57×2''44</td>
<td>241.6</td>
<td>0.09</td>
<td>72.8 Jy-km/s</td>
<td>18''53''18''61</td>
<td>01''14''58''46</td>
</tr>
<tr>
<td>1.3 mm</td>
<td>3''44×2''35</td>
<td>233.6</td>
<td>0.05</td>
<td>8.0 Jy</td>
<td>18''53''18''59</td>
<td>01''14''58''22</td>
</tr>
</tbody>
</table>

- Deconvolution appears to produce a point source.
- Values are obtained from a Gaussian fit using the task IMFIT of the software MIRIAD.
- Values are derived from the theoretical formula \( \sigma_{\text{position}} = \frac{\text{FWHM}}{\sqrt{8 \ln 2} \cdot (S/N)} \) (Condon 1997).

Figure 4.3 Overlay of the 1.3 mm continuum emission observed with the SMA (black contours) with the red contours of the 43.3 GHz free-free continuum emission observed by Avalos et al. (2006). Contour levels are from 3 \( \sigma \) by steps of 6 \( \sigma \), with \( 1 \sigma = 0.1 \) Jy beam\(^{-1} \) for the SMA images and at \( -4, -3, 3, 4, 5, 6, 8, 10, 12, 15, 20, 40, 60, 100, 200, 400, \) and 800 times the noise, with \( 1 \sigma = 1.04 \) mJy beam\(^{-1} \) for the 43.3 GHz images. The synthesized beams of the SMA (black) and free-free emission (red) images are shown in the lower right of the plot. The synthesized beam of the 2-cm image is 1''00 × 0''85 with P.A. = 35°.
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Figure 4.4 HDO 225 GHz (black contours) and HDO 241 GHz (green-dashed contours) integrated map observed with the SMA. The contour levels are from 3 $\sigma$ by steps of 6 $\sigma$, with 1 $\sigma$ = 1.5 Jy beam$^{-1}$. The red crosses indicate the peak of the 24 GHz free-free continuum emission (A, B, and C positions from Heaton et al. (1989)) and the peak (maximum pixel) of the 1.3 mm continuum observed with the SMA is shown with the dark blue cross. The blue ellipse indicates the beam size.

4.3.2 Interferometer observations

4.3.2.1 Continuum at $\lambda = 1.3$ mm

The total continuum flux retrieved within the SMA primary beam is 8.0 Jy. The continuum emission is found to be slightly resolved (Tab. 4.3). Figure 4.3 shows an overlay of the 1.3 mm continuum image with the free-free continuum emission observed by Avalos et al. (2006). The continuum peak detected at 1.3 mm does not coincide with HII regions A and B, but is roughly consistent with HII region C within the beam size (detail see Fig. 4.4). At 107 GHz, the integrated continuum intensity of 6.7 Jy is suggested to be dominated by free-free emission and only $\sim$10% can be contributed from dust (Mookerjea et al. 2007). To date, neither the turnover point of free-free emission nor the spectral index are clear. Thus, if the free-free emission is already optically thin at a wavelength longer than 3 mm, the free-free emission will contribute $\sim$6 Jy to the emission at 1.3 mm. In other words, the detected continuum flux with the SMA is the combination of free-free and dust emission. Figure 4.4 also supports this argument, because the peak of the 1.3 mm continuum is located between the peak of the free-free emission (from which it is offset by $\sim$ 0.3$''$) and the HDO peak. This point will be important when modeling the emission with RATRAN (which models only the dust continuum).

4.3.2.2 Spectral lines

The observational results for the two HDO lines are listed in Table 4.3. The integrated intensity maps of the two HDO lines (Figure 4.4) show that their emission distributions are similar, suggesting that the emission comes from the same gas. In addition, the emission is not coincident with the A and B compact HII regions. The peak of the HDO emission is offset from the 1.3 mm dust continuum peak by
approximately 0.3–0.4′′ (Table 4.3), under the theoretically positional error of approximately 0.04′′ with a signal-to-noise ratio (S/N) of 43. We believe that this offset is significant, because the continuum and the lines were observed simultaneously. This offset seems to be much smaller than the offset (2′′) observed for CH$_3$CN by Watt & Mundy (1999), and on the lower end of the different offsets observed for different molecules (CH$_3$OH, SO, and OCS) by Mookerjea et al. (2007). Those molecules have lower critical densities$^2$ compared to the two HDO lines, so excitation effects might partly explain the discrepancy between the distribution of the molecules.

Comparing the results observed with APEX, we find that the missing flux of the HDO 225 GHz and 241 GHz line emission are $\sim$37.1% and $\sim$36.4%, suggesting that most HDO emission is coming from the center of the molecular cloud core, which is consistent with the fact that the line shapes are very similar. Here, the SMA map was convolved with the beam size of APEX. The calibration uncertainties of APEX and SMA are usually considered to be $\sim$20% and 5–15%. It is difficult to believe that the apparent missing flux is real, because that would require that these high-excitation HDO lines show some extended emission, which is very unlikely in view of their critical density and energy. Indeed, the differences in fluxes between the SMA and APEX spectra can be also caused by the side lobes in the SMA images. Because the declination ($\delta_{2000}$) of our source is around 1 degree, the side lobes are quite strong and cannot be easily removed thoroughly. The negative side lobes will lower the obtained integrated flux (SMA) in this case. We therefore assume that the flux discrepancy is only originating in the uncertainty of the calibration and imaging of the data.

We resolved the CN 2–1 hyperfine structure of J=3/2-1/2 and J=5/2-3/2. All CN absorption lines show redshifted absorption; we discuss in more detail in section 5.2.2.

4.4 Modeling

4.4.1 Physical profiles of the source

To analyze the HDO data, we used the 1 D Monte Carlo code RATRAN, developed by Hogerheijde & van der Tak (2000). The radiative transfer model takes as input the physical (n, T) profiles of the source. The heating source of the hot core and its density structure are not clearly understood toward G34.26+0.15, because there is no high angular resolution study ($\leq 1''$) in the submillimeter band. It has been argued that the hot core could be externally heated by this HII region (Mookerjea et al. 2007), because the hot core lies off the cometary-shaped HII region (Watt & Mundy 1999). This cometary-shape may be caused by the bow shock produced by the wind from a young star that moves at supersonic speed through an ambient molecular cloud (Wood & Churchwell 1989; van Buren et al. 1990; Watt & Mundy 1999) or by the champagne outflow (Andersson & Garay 1986; Fey et al. 1992; Carral & Welch 1992; Gaume et al. 1994). The separations between the HII region and the emission peaks of most N- and O-bearing molecules are $\leq 1''$ (Mookerjea et al. 2007, see figure 3). However, recent studies with HCN, HCO$^+$, CO, and their isotopes observed with APEX show no evidence for this scenario and, moreover, the results show self-absorption and strong red asymmetries, which suggest an in-falling source with internal heating.

$^2$At 100 K, their critical densities are 1.1 x 10$^5$, 3.8 x 10$^6$, 6.6 x 10$^4$, and 5.3 x 10$^3$ cm$^{-3}$, calculated using the values of the Einstein coefficient and the collision rates tabulated (Green 1986; Pottage et al. 2004; Kristensen et al. 2010a; Green 1994; Green & Chapman 1978; Schöier et al. 2005) in the LAMDA database.
Figure 4.5 Comparison of the physical profiles of the two different models toward G34.26+0.15 (Nomura & Millar 2004; Rolffs et al. 2011).
Table 4.4. Fitting parameters and their results

<table>
<thead>
<tr>
<th>Physical profiles</th>
<th>Turbulent linewidth$^a$ km/s</th>
<th>Radius at 100 K pc</th>
<th>Best fit HDO abundances inner region $\times 10^{-12}$</th>
<th>Best fit HDO abundances outer region $\times 10^{-12}$</th>
<th>$\chi^2_{red}$</th>
<th>HDO abundances confidence interval (3σ) inner region $\times 10^{-12}$</th>
<th>HDO abundances confidence interval (3σ) outer region $\times 10^{-12}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rolffs model$^b$</td>
<td>3.0</td>
<td>0.02</td>
<td>$6.0 \times 10^{-08}$</td>
<td>$5.0 \times 10^{-12}$</td>
<td>6.0</td>
<td>$(5.0 - 7.0) \times 10^{-08}$</td>
<td>$(0.3 - 2.0) \times 10^{-11}$</td>
</tr>
<tr>
<td>Nomura model$^c$</td>
<td>3.0</td>
<td>0.09</td>
<td>$4.0 \times 10^{-10}$</td>
<td>$1.0 \times 10^{-14}$</td>
<td>19.6</td>
<td>$(2.0 - 5.0) \times 10^{-10}$</td>
<td>$\leq 1 \times 10^{-13}$</td>
</tr>
</tbody>
</table>

$^a$ Fixed parameter

$^b$ Rolffs et al. (2011)

(Rolffs et al. 2011). In addition, the studies of the NH$_3$ (3,2–2,2) line observed with SOFIA also present a clear in-fall absorption in the spectra which are well reproduced also with Rolffs’ model (Wyrowski et al. 2012). This may be because they probe larger scales and the structures of the heating area are too small to be resolved in their observations (Rolffs et al. 2011). Therefore, the external heating structures could be internal in the model. Neither our APEX nor our SMA data have a sufficiently high resolution to probe the scale of the heating region; therefore, the two models we adopted here have the temperature structures derived by the inner heating source.

We use in the following the physical profiles of two different models (Nomura & Millar 2004; Rolffs et al. 2011, Figure 4.5). Nomura’s model is constrained by the observed spectral energy distribution (SED) data at wavelengths from far-infrared to millimeter. Most data are from Chini et al. (1987) and were observed with the ESO 1 m telescope, except for an additional point at around 3 mm (Nomura & Millar 2004, see figure 1c). The 3-mm data point is taken from Watt & Mundy (1999) and were observed with BIMA (Nomura, private communication). As in Nomura’s study, the model with the column density of $N = 10^{25}$ cm$^{-2}$ is used here. The density and temperature profiles of the Rolffs model aim to reproduce the radial intensity profile from LABOCA data (345 GHz continuum). We adopted the opacity and velocity field setting of the Rolffs model for both models (opacity: ice mantle coagulation at a density of $10^5$ cm$^{-3}$ (Ossenkopf & Henning 1994); velocity field: $V = -0.2(2GM_{\text{in}}/r)^{1/2}$ (Rolffs et al. 2011)). The turbulent linewidth, db, is set to be 3.0 km/s. The adopted distance is 3.7 kpc (Kuchar & Bania 1994). The HDO collisional rates used in this study are computed by Faure et al. (2012) for para-H$_2$ and ortho-H$_2$ separately. In the modeling, we assumed that the ortho-to-para ratio of H$_2$ is in LTE in each cell of the core.

### 4.4.2 Modeling procedure

The HDO emission was modeled with a jump model, where the fractional abundances of deuterated water, relative to H$_2$, in the inner part of the source ($T > 100$ K, assumed evaporation temperature) and in the outer part ($T \leq 100$ K) are two free parameters, $X_{\text{in}}^{\text{HDO}}$ and $X_{\text{out}}^{\text{HDO}}$. We made two sets of comparisons, one with the APEX data and the other with the SMA data. For comparison with the APEX data, the modeled maps were convolved with the APEX beam. For comparison with the SMA data, we used MIRIAD to create mock observations based on the modeled data. We first inserted the values of the observed parameters (epoch, rest frequency, and the coordinate of the observed reference position) into the blank header of the modeled data. Then, we multiplied the modeled image by the SMA primary beam. Afterward, we applied the (u,v) sampling retrieved from the SMA data to the modeled image and inverted the resulting (u,v) data to obtained the simulated maps/spectra. We then performed $\chi^2$ analyses for $X_{\text{in}}^{\text{HDO}}$ ranging from $1 \times 10^{-9}$ to $4 \times 10^{-7}$ and for $X_{\text{out}}^{\text{HDO}}$ ranging from $1 \times 10^{-15}$ to $2 \times 10^{-11}$ for the Rolffs model and for $X_{\text{in}}^{\text{HDO}}$ ranging from $1 \times 10^{-12}$ to $5 \times 10^{-9}$ and for $X_{\text{out}}^{\text{HDO}}$ ranging from $1 \times 10^{-17}$ to $5 \times 10^{-10}$ for the Nomura model. We intend to also model the line velocity profiles and all spectra, including the spectra from the SMA data. Here the definition of $\chi^2$ is $\sum (T_{\text{mb,obs}} - T_{\text{mb,mod}})^2/\sigma^2$, where the sum is over each channel in each spectrum. The $\sigma$ within this $\chi^2$ analysis includes the statistical errors and uncertainties in flux calibration (~10% for 225 and 241 GHz observed with SMA, ~30% for 893 GHz and ~20% for other lines observed with APEX), but does not include any uncertainty in the adopted collisional rate coefficients used in the excitation calculation (Faure et al. 2012).
4.4.3 Results

The black solid lines in Fig. 4.6 present the contours delimitating the 1σ (68.3%), 2σ (95.4%) and 3σ (99.7%) confidence intervals. These contours are derived with the method described in Lampton et al. (1976), who showed that the $\Delta S = \chi^2 - \chi^2_{\text{min}}$ random variable follows a $\chi^2$ distribution with $p$ variables, $p$ being the number of parameters. Here $p=2$ ($X_{\text{in}}$ and $X_{\text{out}}$), so that these contours correspond to $\chi^2 = \chi^2_{\text{min}} + 2.3$, $\chi^2_{\text{min}} + 6.17$ and $\chi^2_{\text{min}} + 11.8$. Here we used 1σ, 2σ, and 3σ in analogy with Gaussian-distributed random variables.

The fitting parameters and obtained results are listed in Table 4.4. The observed spectra are overlaid with the modeling results of the best fit in Figure 4.7. Here the system velocity of 58 km/s is assumed ($V_{\text{LSR}}$). The minimum $\chi^2_{\text{red}}$ are not close to 1, which indicates that the spectra are not well reproduced by the two different physical models. This is also obvious in Figure 4.7. When the Rolffs model is adopted (red lines in Figure 4.7), the emission at 225, 241, and 266 GHz is not high enough at the large scale to fit the observed data (APEX data), but the most compact emission in the 225 and 241 GHz lines is well reproduced (SMA data). At the same time, the simulated spectra at 464 and 893 GHz are optically thick ($\tau = 2.1$ and $\tau = 24.1$ at lines and source center) and the line profile in 893 GHz spectrum does not fit the observed spectrum either. In Figure 4.7, the blue and green lines indicate the results of the best-fit model using the Nomura physical profile, the green line was obtained excluding the spectrum at 893 GHz from the $\chi^2$ analysis. In this case, the fractional abundances are $2 \times 10^{-9}$ and $5 \times 10^{-12}$ for the inner
Figure 4.7 Comparison of the observed spectra with the results of our best-fit models for the two different physical profiles. The observed line emission is shown as black histograms in each spectrum. The red, green, and blue lines show the best-fit results of the Rolffs model, the Nomura model with all spectra, and the Nomura model excluding the HDO spectrum at 893 GHz ($X_{\text{HDO}}^{\text{in}} = 2 \times 10^{-9}$, $X_{\text{HDO}}^{\text{out}} = 5 \times 10^{-12}$).
Figure 4.8 Overlay of the HDO 225 GHz integrated map observed with the SMA (black contours) with the simulated ones of the best-fit results of the Rolffs model and of the Nomura model excluding the HDO spectrum at 893 GHz. The red and green contours show the integrated HDO 225 GHz map of the best-fit results of the Rolffs model and of the Nomura model excluding the HDO spectrum at 893 GHz. These two integrated maps are simulated to be observed with the uv-coverage of the SMA observations. All contour levels are from 3σ by steps of 5σ, with 1σ = 1.5 Jy beam⁻¹. The black ellipse indicates the beam size.

and outer region. This model fails to reproduce the central emission observed with the SMA. Comparing the results reproduced by the two models (red and blue), we find that the best fit based on the Rolffs model is closer to the observed data ($\chi^2_{\text{red}} = 6.0$). The fitting problems in the ground transitions (464 and 893 GHz) are slightly less severe than for the Nomura model (see Fig.4.7). Moreover, from the comparison of the two fitting results of the Nomura model (blue and green), we find that the absorption in the 893 GHz spectra and emission in 464 GHz are too strong if we try to increase the emission in the high-excitation lines to fit the spectra (225, 241, 266 GHz). Indeed, the continuum flux reproduced with the Nomura model ($\sim 49$ K) is much higher than the real flux ($\sim 13.0$ K). This is also found in Appendix A.2. and A.3. Figure 4.8 shows the angular distribution of the 225 GHz line from the SMA observation and the two models. Here again the model based on the Rolffs profiles fits the data much better. This is similar for the 241 GHz line and is therefore not shown.

The model based on the Rolffs centrally heated core reproduces the SMA observed line distribution well. This does not exclude the possibility that the heating of the very central dust core is external, but it shows that even at the resolution of our SMA data, we do not see clear evidence of a non-spherically symmetric heating of the envelope, and that the large-scale properties of the envelope can therefore be derived using such a model. Distinguishing between internal and external heating at small scales would require observations with much higher angular resolution.

Based on the superior results obtained with the Rolffs profiles, we focus on the Rolffs model below and try to reproduce the lines with a two-jump model of the HDO abundance distribution. Finally, we modify Rolffs physical structure to try to fit the observed data. The results of the two-jump model and modified models are discussed in Sections 5.1 and 5.2 and in Appendices A.2. and A.3.
4.5 Discussion

4.5.1 Two-jump model

To reproduce more emission in the high-excitation lines and decrease the emission in the 893 GHz line, we modeled the spectra with a two-jump model instead of a one-jump model. The additional jump was arbitrarily set to be located at $T = 200$ K. Figure 4.9 show the results of four testing models. The adopted HDO fractional abundances of the models are listed in Table 4.5. The red lines indicate the results of the original best-fit one-jump model, which underestimates the high-excitation lines. The two-jump models (2J-1 and 2J-3) are found to be somewhat better for these transitions (Fig. 4.9). This suggests that the two-jump model can produce higher emission in the high-excitation lines. This property has already been found for Sgr B2 (M) (Comito et al. 2010) and this is due to the very high critical density of these lines (see Table 1). Moreover, although we decreased the HDO fractional abundance in the second inner region of the core in model 2J-2 and 2J-4 by a factor of 2, the emission in the 893 GHz line is little affected ($< 1\sigma$). In addition, the line shapes of different lines do not change from model to model. Therefore, the results suggest that adopting a two-jump model can help in increasing the emission in the high-excitation lines, but cannot improve the 893 and 464 GHz line shapes. We note, however, that because the inner part is very compact, the enhancement of the high-excitation lines in the APEX beam when increasing the HDO abundance in this inner part is linked to an even faster relative enhancement of the flux in the SMA beam. As a consequence, one cannot increase the inner HDO abundance too much, even if the effect on the APEX lines is almost unnoticeable.

4.5.2 Modified physical profiles

In the previous sections, we have seen that the observed spectra are not perfectly reproduced using the Rolffs physical profile, even with a two-jump model. This is also the case for some HCN lines (see Fig. 5 in Rolffs et al. 2011). We now investigate how the model can be improved by modifying the physical profiles from the Rolffs model. We first investigate where the HDO emission and absorption take place by means of a shell analysis and then test the effect of modifying the physical profiles of the Rolffs model.
Figure 4.9 Comparison of the observed spectra and those simulated with different models. The red lines are the spectra of the original one-jump model.
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Figure 4.10 Integrated moment-0 map of CN 2-1 J=5/2–3/2 F=7/2-5/2 line (blended with the F=5/2-3/2 and F=3/2-1/2 lines) overlaid with the dust continuum map (a). The red line indicates the cut for the position-velocity (P-V) diagram. The P-V diagram of the CN line (b). Both are observed with SMA. The contours in fig. (a) are -0.67, -1.34, -2.01, -2.68, -3.35, and -4.02 and in fig. (b) they are -0.97, -1.94, -2.91, -3.88, -4.86, and -5.83. The P-V diagram is cut at the position of the observed center and position angle of 0.

4.5.2.1 Shell analysis and modified density/temperature profiles

To analyze the discrepancy between the best-fit model and the observed data, we performed a shell analysis by sequentially turning the abundance of HDO in the innermost shells to 0 and then simulating new spectra (Figure A1). The results of this study are shown in Appendix A.1. We find that the emission of all transitions (even the 893 GHz line) originates in the inner region, whereas the absorption originates in the outer region. This explains why it is impossible to improve the line profile of the 893 GHz within the frame of a jump model. Improvement can therefore only be achieved by modifying the physical profiles (density, temperature, velocity) of the source. In Appendices A.2 and A.3, we show that modifications of the density and temperature profiles are unable to improve the quality of the fit. In the next section, we investigate the effect of modifying the velocity field.

4.5.2.2 Modified velocity profile

– Modified infall velocity field
So far, we used the velocity profile provided by Rolffs et al. (2011) for all modeling. This is a modified free-fall velocity field. However, the line shape in the 893 GHz spectra cannot be simply reproduced by
our present model, which might imply that there is an additional velocity field in the core.

Figure 4.10 shows the moment-0 map overlaid with the dust continuum map (a) and the position-velocity diagram (b) of the CN 2–1 absorption line observed with the SMA simultaneously to the HDO lines. Clearly, the distribution of the CN absorption is consistent with that of the dust continuum, as in the case of HDO. Moreover, the central velocity of the position-velocity diagram of the CN absorption is about 61 km/s, not 58 km/s. This redshifted absorption has already been found for many molecules, for instance NH$_3$, CO, $^{13}$CO, and HCO$^+$(Heaton et al. 1989; Gómez et al. 2000; Wyrowski et al. 2012). Thus, it is possible that the gas that produces the absorption feature in the HDO 893 GHz spectra has a similar velocity distribution. Therefore we tried to modify the velocity field by adding a 3 km/s difference from the outer region to the inner region of the core (Figure 4.11). The results are shown in Figure 4.12. The spectra are simulated with the fixed fractional abundances $6 \times 10^{-8}$ ($X_{\text{HDO}}^\text{in}$) and $5 \times 10^{-12}$ ($X_{\text{HDO}}^\text{out}$) (best-fit model). The additional velocity (3 km/s) widens the emission of the optically thin lines (225, 241, and 266 GHz) somewhat, which enables a better fit of the line-width of the SMA lines. The opacities of the HDO 464 and 893 GHz lines are reduced and the 464 GHz line becomes optically thinner in models V3 and V4 ($\tau = 1.3$ and 0.8). Moreover, the peak positions of the absorption in the simulated 893 GHz spectra gradually approach those of the observed 893 GHz spectra. Therefore, carefully modifying the velocity field might be a good way to improve the fits. However, the detailed velocity profile around the boundary region of the core cannot be constrained from our data now. To obtain better modeling results, it is necessary to observing the HDO line map at 893 GHz with high angular resolution. In addition, this result also suggests that studying the HDO spectrum at 893 GHz can help us to understand the velocity field of the core.

- Modified turbulence velocity width

Because the line profiles are also affected by gas motions, the turbulence is also responsible for the line emission/absorption widths. The assumption that turbulence varies over the core has already been used for analyzing the spectra lines toward several massive sources and brought nicely fitting results (Herpin et al. 2009). Our previous study shows that the width of all simulated 893 spectra is obviously much wider than that of the observed spectrum, while the widths of the high-excitation lines are well fitted. Thus, we modified the turbulent velocity field by changing the parameter $db$ in the model. In the Figure
Figure 4.12 Comparison of the observed and modeled spectra using the velocity profiles V1-V4 (Fig. 4.11) and the same HDO fractional abundance as in the best fit. The red lines are the spectra modeled with the best-fit model using the original Rolffs physical profile. The observed and fitting spectra at 241 GHz are very similar to the those at 225 GHz; therefore, only the spectra at 225 GHz are plotted here.
Figure 4.13 HDO normalized population of the selected levels of the Rolffs original model (a) and comparison of the turbulent velocity fields of the four models (db1 – db4) and the turbulent velocity fields of the original model (red) (b).
4.5. DISCUSSION

4.13a, the distribution of the populations of the upper level of high-excitation lines (3_{1.2}, 2_{2.0}, and 2_{2.1}) is different from those of the ground-transition lines (1_{1.1} and 1_{0.1}). The peaks of the high-excitation line populations are mainly located in the layer 15 – 16 \((1.4 \times 10^{-2} - 1.7 \times 10^{-2} \text{ pc})\) and those of the ground-transition lines are placed in the layer 21 – 24 \((6.4 \times 10^{-2} - 1.0 \times 10^{-1} \text{ pc})\). We used these considerations for elaborating our new db settings with the aim to narrow down the width of the simulated 893 spectra without significantly affecting the width of the high-excitation lines. Figure 4.13b illustrates our different db settings. The HDO fractional abundances in the model db1 – db4 are fixed with the values of the best-fit model: \(X_{\text{HDO}}^{\text{in}} = 6 \times 10^{-8}\) and \(X_{\text{HDO}}^{\text{out}} = 5 \times 10^{-12}\).

Comparing the spectra at 893 GHz with those of the previous best-fit model (Fig. 4.14), we find that the line profile has significantly improved much in db2 – db4. The width of the absorption part is narrower than before and more similar to the observed one. Moreover, we have better fits compared to previous spectra at 266 GHz and the opacity is reduced in the 464 GHz spectra. In addition, the \(\chi^2_{\text{red}}\) model db2 is 5.5, which is better than that of the Rolffs original model (6.0), showing that the fits can be improved by modifying the turbulent velocity field. We also performed \(\chi^2\) analyses for the same range of \(X_{\text{HDO}}^{\text{HDO}}\) and \(X_{\text{HDO}}^{\text{out}}\) in the section 4.2 based on model db2. The fractional abundances of the new best-fit in this test are still the same as in our previous results (\(X_{\text{HDO}}^{\text{HDO}} = 6 \times 10^{-8}\) and \(X_{\text{HDO}}^{\text{out}} = 5 \times 10^{-12}\)). This implies that the turbulence velocity is not constant throughout the envelope of G34.26+0.15. However, the widths at 225 and 241 GHz are narrower than the previous and observed ones, suggesting that the db in the inner region of the core is not wide enough in the models. Here again, high angular resolution data at 893 GHz would be very helpful.

– Composition of the turbulent and infall velocity field effects
Because modifying the infall velocity field can help to move the peak of the absorption at 893 GHz (model V1), and modifying the turbulence velocity field can narrow this absorption, we ran models with modified velocity (V1 and db2). The result is shown in figure 4.15. Obviously, we can now reproduce part of the emission and all the absorption with better width and proper position, which allows us to study the fractional abundance in the outer region of the core. On the other hand, as expected, the emission at 893 GHz is not reproduced properly, because it originates from the inner region of the core \((T>100 \text{ K})\) and the model V1 only changes the velocity field in the outer region of the core \((T<100 \text{ K})\). Additional constraints in this direction will hopefully come from interferometric data.

In conclusion, we have shown that it is possible to improve the original best-fit model by modifying the velocity field of the source. This improvement is obtained while keeping the fractional abundance of HDO to the value we derived with the original velocity setup of Rolffs et al. (2011). This study confirms the validity of the fractional abundance of HDO derived from the best-fit model in Sect. 4.4.3. Further steps toward constraining the velocity field and therefore a better HDO model will need high angular resolution observations of, e.g., the HDO 893GHz line.

4.5.3 HDO/H\(_2\)O ratio

H\(_{18}\)O is always used to trace H\(_2\)O, because H\(_2\)O is easily optically thick. Here we compare the emission and absorption of the two para-H\(_{18}\)O lines 3_{1.3} – 2_{2.0} and 1_{1.1} – 0_{0.0} (Gensheimer et al. 1996; Wyrowski et al. 2010) with our HDO results. Because the analysis of the HDO lines suggests that high-excitation lines can trace and constrain the inner fractional abundance quite well (Parise et al. 2005b; Liu et al.
Figure 4.14 Same as Fig. 4.12, but for the models with different settings of the turbulent velocity field (db1 – db4).

Figure 4.15 Comparison of the observed spectrum, the one of the best-fit model simulated with Rolffs’ original physical profile, and the one reproduced with the modified turbulent and infall velocity fields (V1 and db2). The fractional abundance adopted here is the one of the best-fit model.
4.5. DISCUSSION

Figure 4.16 Comparison of the HDO at 893 GHz (black) with H$_2^{18}$O $1_{11} - 0_{00}$ (red) spectra. The H$_2^{18}$O data are taken from Wyrowski et al. (2010).

Table 4.6. Line parameters and continuum temperature corresponding to the frequency of each line.

<table>
<thead>
<tr>
<th>Source</th>
<th>$\nu$ (GHz)</th>
<th>$T_{\text{peak}}$ (K)</th>
<th>$T_{\text{cont}}$ (K)</th>
<th>$\Delta v$ (km/s)</th>
<th>$\tau$</th>
<th>$V_{\text{LSR}}$ (km/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HDO</td>
<td>893.639</td>
<td>1.89 ± 0.37</td>
<td>13.0</td>
<td>3.65 ± 0.24</td>
<td>0.17</td>
<td>61.9 ± 0.13</td>
</tr>
<tr>
<td>H$_2^{18}$O</td>
<td>1101.698</td>
<td>1.20 ± 0.07</td>
<td>6.1</td>
<td>3.51 ± 0.06</td>
<td>0.22</td>
<td>61.3 ± 0.03</td>
</tr>
</tbody>
</table>

$c$ $T_{\text{mb}}$, scale
$d$ continuum temperature

Table 4.7. Comparison of HDO fractional abundance between different sources.

<table>
<thead>
<tr>
<th>Source</th>
<th>$X_{\text{HDO}}$ (best fit)</th>
<th>$X_{\text{HDO}}$ (HDO/H$_2$O)</th>
<th>$X_{\text{HDO}}$ (HDCO/H$_2$CO)</th>
<th>$X_{\text{HDO}}$ (DCN/HCN)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Inner</td>
<td>outer</td>
<td>Inner</td>
<td>outer</td>
</tr>
<tr>
<td>High-mass hot cores</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G34.26+0.15</td>
<td>$6 \times 10^{-8}$a</td>
<td>$5 \times 10^{-12}$a</td>
<td>$3 \times 10^{-4}$a</td>
<td>$1.9 \times 10^{-4}a - 4.9 \times 10^{-4}a$</td>
</tr>
<tr>
<td>AFGL 2591</td>
<td>$1 \times 10^{-7}$b</td>
<td>$4 \times 10^{-9}$b</td>
<td>$5 \times 10^{-4}$b</td>
<td>$0.4 - 4 \times 10^{-3}b$</td>
</tr>
<tr>
<td>W33A</td>
<td>$2 \times 10^{-7}$b</td>
<td>$1 \times 10^{-8}$b</td>
<td>$7 \times 10^{-3}$b</td>
<td>...</td>
</tr>
<tr>
<td>Orion KL</td>
<td>...</td>
<td>...</td>
<td>$2 \times 10^{-2}$c</td>
<td>...</td>
</tr>
<tr>
<td>Low-mass protostars</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NGC1333 IRAS2A</td>
<td>$8 \times 10^{-8}$e</td>
<td>$7 \times 10^{-10}$e</td>
<td>$\geq 1 \times 10^{-2}$e</td>
<td>$7^{+11}_{-6} \times 10^{-2}e$</td>
</tr>
<tr>
<td>IRAS 16293-2422</td>
<td>$1 \times 10^{-7}$g</td>
<td>$1.5 \times 10^{-10}$g</td>
<td>$3 \times 10^{-2}$g</td>
<td>$\leq 2 \times 10^{-3}(3\sigma)$g</td>
</tr>
</tbody>
</table>

$a$ This work. $^b$ van der Tak et al. (2006); $^c$ Bergin et al. (2010); $^d$ Turner (1990); $^e$ Liu et al. (2011); $^f$ Parise et al. (2006); $^g$ Parise et al. (2005a); $^h$ Roberts & Millar (2007); $^i$ Coutens et al. (2012); $^j$ Mangum et al. (1991); $^k$ van Dishoeck et al. (1995)
2011), we can also analyze the high-excitation H$_2^{18}$O 3$_{13}$ – 2$_{22}$ line ($E_u = 204.7$ K) (Gensheimer et al. 1996) to study the H$_2^{18}$O fractional abundance in the inner region of the core. We reproduced the reported integrated flux and line width (20.5 K and 8.4 km/s listed in Table 2 in Gensheimer et al. 1996) of this H$_2^{18}$O line with RATRAN using a one-jump model based on the Rolffs original profiles. The resulting fractional abundance of the para-H$_2^{18}$O in the inner region of the core is $(1.0 \pm 0.7) \times 10^{-7}$ (3$\sigma$). Thus, the HDO/H$_2$O is $3.0 \times 10^{-4}$ with the assumption that the standard ortho/para ratio is 3 and the $^{18}$O/$^{16}$O ratio is 500. This ratio is consistent with the estimate of $1.1 \times 10^{-4}$ with an uncertainty of a factor of 4 (Gensheimer et al. 1996). Here, the adopted db for this high-excitation H$_2^{18}$O line is 4.5 km/s instead of 3 km/s, because the width of this H$_2^{18}$O line is wider than that of the high-excitation HDO lines (8.4 km/s for the H$_2^{18}$O line compared to $\sim 6 - 7$ km/s for the HDO lines). The different properties of the velocity field of the high-excitation H$_2^{18}$O line may indicate that some part of the emission does not come from the quiescent envelope and the high-excitation HDO lines may not probe exactly the same gas. Therefore, the derived D/H ratio of water in the inner region here should be a lower limit.

Figure 4.16 displays the two spectra of the ground-state 1$_{11}$, 0$_{0,0}$ transition of HDO and H$_2^{18}$O. The line shapes are very similar, suggesting they may originate from the same gas. Under the two assumptions that the excitation temperature of the line is negligible with respect to the temperature of the background continuum source and that only the ground state of the molecule is populated, the total column density of the absorbing HDO/H$_2^{18}$O can then be computed from (Comito et al. 2003; Tarchi et al. 2004)

$$N_{tot} = \frac{8\pi
u^3}{\lambda_{ul} c^2} N_{tot} \Delta \nu,$$

where $\Delta \nu$ is the line width and $g_l$ and $g_u$ are the statistical weights of the lower and upper level. The optical depth of the absorbed line can be determined by

$$\tau = -\ln(1 - \frac{T_L}{T_C}),$$

where $T_L$ is the brightness temperature of the line and $T_C$ is the brightness temperature of the continuum. The line parameters from the Gaussian fit and the estimated values are listed in Table 4.6. The estimated total column densities are $1.8 \times 10^{12}$ cm$^{-2}$ for HDO and $1.8 \times 10^{12}$ cm$^{-2}$ for para-H$_2^{18}$O. Because the profiles of these two lines are very similar to each other, we assumed that both of them are originating from the same gas. Therefore, the [HDO]/[H$_2$O] ratio is $\sim 4.9 \times 10^{-4}$, assuming that the standard ortho/para ratio is 3 and the $^{18}$O/$^{16}$O ratio is 500. However, the abundance of para-H$_2^{18}$O might be underestimated here, because the emitted area of the continuum at 1101 GHz might be larger than that of the H$_2^{18}$O due to the large Herschel beam. Assuming that the dust emissivity spectral index $\beta$ is 2 as for the interstellar medium (Draine & Lee 1984; Schnee et al. 2010), the derived continuum flux at 1101 GHz of the core seen with APEX will be 2.8 K in the Herschel beam and the estimated total column H$_2^{18}$O density becomes $4.7 \times 10^{12}$ cm$^{-2}$. Then the obtained D/H ratio of water is $\sim 1.9 \times 10^{-4}$, which is close to what we obtained for the inner region of the core. We note that this value is uncertain, as the absorption takes place on top of emission in both cases, which we have ignored here.

The comparison of the HDO fractional abundances between different sources is shown in table 6.1. The water deuterium fractionation toward the two low-mass protostars, NGC1333 IRAS 2A and IRAS 16293-2422, have been studied with several HDO transitions (Liu et al. 2011; Parise et al. 2005a; Coutens et al. 2012). Most transitions were also used in this work.

The abundance of HDO jumps by more than four orders of magnitude at the 3$\sigma$ confidence level in
G34.26+0.15. Similarly to this work, jump models are widely used to analyze the HDO and H$_2$O spectra of other high- and low-mass sources in Table 6.1, except for Orion KL. Ices are therefore also shown to evaporate from the grains in the inner part of the envelope in protostars of different masses. However, the D/H ratios of water in G34.26+0.15 is much lower than in low-mass protostars and similar to that in AFGL 2591 and other high-mass sources, such as Ori-IRc2, G31.41+0.31, and G10.47+0.03A (van der Tak et al. 2006; Gensheimer et al. 1996). In addition, the D/H ratios of formaldehyde and HCN in G34.26+0.15 are also lower than those in low-mass protostars. This can be explained if the dense and cold pre-collapse phase only lasts a short time and less CO freezes onto grain mantles. This hypothesis has been confirmed in the high-mass source AFGL 2591 (van der Tak et al. 2006).

Figure 4.17 shows the diagram of HDO/H$_2$O vs. HDCO/H$_2$CO and the values are taken from Table 6.1. It is found that the fractionation of water is at least $\sim$2.4 times lower than that of formaldehyde. This under-fractionation of water is found to be the most extreme for G34.26+0.15. One possible explanation is that if two molecules are mainly formed on the grain surface, the different deuterium fractionation can be due to the different pathways of each ice formation in translucent clouds: using a very simple chemical network on the grains, Cazaux et al. (2011) showed that the deuteration of formaldehyde is sensitive to the gas D/H ratio during the cloud collapse, while the deuteration of water depends on the dust temperature when ices form. More realistic models including water formation routes involving O$_2$ and O$_3$ also predict a higher fractionation of formaldehyde than water (Du et al. in prep.). However, recent studies showed that formaldehyde can also be formed in the gas phase from photodissociation reactions of grain species (Roueff et al. 2006). Formaldehyde can also efficiently be fractionated in the gas phase up to warm temperatures ($\sim$ 70K), through the CH$_2$D$^+$ route (Turner 2001; Roueff et al. 2007; Parise et al. 2009). It is therefore likely that the HDco/H$_2$CO ratio observed in the gas is not directly the result of grain chemistry. A better comparison would be with methanol fractionation, which is generally thought to form essentially on the grains.

Confirming the observed trend of under-fractionation of water would require observationally characterizing the deuterium fractionation (for both water and methanol) toward a bigger sample of sources, spanning a large mass interval. This under-deuteration of water with respect to other species is an important feature, which should be reproduced by astrochemical models aiming at explaining deuterium fractionation.
4.6 Conclusion

We presented five HDO transitions observed with APEX and two HDO high-excitation transitions observed with SMA toward the high-mass protostar, G34.26+0.15. With the 1D radiative transfer code RATRAN, and the physical profiles obtained from Rolffs et al. (2011), we derived the HDO fractional abundances relative to H$_2$ in the inner and outer region of the core to be $X_{\text{HDO}}^{in} = 6 \times 10^{-8}$ ($T > 100$ K) and $X_{\text{HDO}}^{out} = 5 \times 10^{-12}$ ($T \leq 100$ K). This result shows that the HDO abundance is enriched in the inner region because of the sublimation of the ice in the same way as for other studied low- and high-mass sources, such as NGC1333 IRAS 2A, IRAS 16293-2422, and AFGL 2591 (Liu et al. 2011; Parise et al. 2005a; Coutens et al. 2012; van der Tak et al. 2006).

Although the abundance can be constrained, the HDO line profiles are not well reproduced, especially for the ground-state lines. We found that the fitted emission can be improved with two-jump models, suggesting the enhancement of the fractional abundance in the hot core. Modifying the physical profile, we showed that the velocity field is responsible for the HDO line profile at 893 GHz. Higher angular resolution observations of the HDO 893 GHz line are needed to constrain the velocity profiles of deuterated water in G34.26+0.15.

The H$_2$O abundance is estimated from one high-excitation and one ground transition para-H$^{18}$O line (Gensheimer et al. 1996; Wyrowski et al. 2010). The D/H ratios of water are $3.0 \times 10^{-4}$ in the inner region and $(1.9 - 4.9) \times 10^{-4}$ in the outer region of the core. The deduced HDO/H$_2$O ratios in G34.26+0.15 are similar to those in other high-mass sources, such as AFGL 2591 (van der Tak et al. 2006), and are much lower than in low-mass star-forming regions, suggesting the possibility that the dense and cold pre-collapse phase is short for high-mass stars. Water is also found to be less fractionated than other molecules such as formaldehyde and methanol. This confirms this characteristic, which was observed previously in other sources, and provides a challenge for chemical models of deuterium fractionation on grain surfaces.

Appendix

A Model analysis

A.1. Shell analysis

To analyze the discrepancy between the best-fit model based on the Rolffs physical profiles and the observed data for the two ground transitions (464 and 893 GHz), we first constrained the physical shells responsible for the emission and absorption features. To this end, we simulated new spectra by sequentially turning the abundance of HDO in the innermost shells to 0 (Figure A1). The jump around 0.02 pc is at the shell whose temperature is about 100 K (jump model) The green dashed line represents the model where the HDO abundance is zero in all inner regions of the core (model SH6). Figure A2 presents the synthetic spectra obtained with these different models (SH1 – SH6). Obviously there is almost no emission in any spectrum with model SH6, suggesting that all emission, including the emission in the 893 GHz spectrum, is produced in the inner region of the core. Therefore, although lowering the abundance in the inner region can help to reduce the emission in the 893 GHz line, it will also decrease the emission.
A. MODEL ANALYSIS

Figure A1 Original and modified molecular density profiles. The black line shows the original molecular density profile. Different colors indicate different molecular density profiles of models SH1 to SH6.

in other high-excitation lines (225, 241, and 266 GHz). On the other hand, the absorption in the 893 GHz spectrum is entirely produced in the outer region of the core and its line-width is wider than the observed one, implying that the assumed turbulent linewidth is wider than the observed one. Thus, we cannot adequately reproduce all spectra with the Rolffs original physical profiles.

A.2. Modified density profile

From previous test, it was found that the emission in the 893 GHz spectrum cannot be managed by the Rolffs physical profiles, but only by changing the HDO abundance. We therefore modified in the first place the density profile of the Rolffs model. Figure A3 compares the density profiles of three different modified models and original the Rolffs model (red line). Here we modified the density power law index (p), keeping the density at 0.1 pc fixed. The indices are 1.1 for model D1 (green), 1.7 for model D2 (dark-blue), and 2 for model D3 (purple). Modifying the density profile has a direct impact on the distribution of the continuum emission. The comparison of the radial profiles of the continuum emission of different models at multi-wavelength bands (225, 241, 335, and 848 GHz) is shown in Figure A4. Ignoring the misfitting parts within the beam (orange) and considering that free-free emission most likely also significantly contributes to the continuum emission, model D1 and the Rolffs model better reproduce the continuum emission in the 225 and 241 GHz bands than other models. For the 335 and 848 GHz band, the Rolffs model and all modified models are superior to the Nomura model. The best-fit results of each model are shown in Figure A5 (model D1: $1.0 \times 10^{-7} (X_{\text{HDO}}^{\text{in}})$ and $1.0 \times 10^{-11} (X_{\text{HDO}}^{\text{out}})$; model D2: $5.0 \times 10^{-8} (X_{\text{HDO}}^{\text{in}})$ and $5.0 \times 10^{-12} (X_{\text{HDO}}^{\text{out}})$; model D3: $3.0 \times 10^{-8} (X_{\text{HDO}}^{\text{in}})$ and $5.0 \times 10^{-14} (X_{\text{HDO}}^{\text{out}})$). Comparing all spectra, we find that model D3 produced intensity similar to the Rolffs model in high-excitation lines and less emission in the 893 GHz line. However, the 464 and 893 GHz lines are optically thicker ($\tau = 2.9$ at 464 GHz and $\tau = 29.6$ at 893 GHz) than the lines produced by the Rolffs model. The high opacities result in self-absorption in the 464 and 893 GHz spectra (less emission). Moreover, results (464 and 893 GHz spectra) simulated with models D1 and D2 are very similar to the results produced with the original Rolffs model. Thus, we find that these models are not significantly better than the original the Rolffs model. In other words, the fits cannot be improved by simply modifying the density profile.
Figure A2 Comparison of the observed spectra with the results of 6 different shell models (Fig.A1). Different colors indicate the simulated lines of models SH1 to SH6. The observed and simulated spectra at 241 GHz are very similar to the spectra at 225 GHz; therefore, only the spectra at 225 GHz are plotted here.

Figure A3 Comparison of the density profile of the three different modified models (blue, green, and pink) and original Rolffs’ model (red).
Figure A4 Radial profiles of the continuum emission at 225 (SMA), 241 (SMA), 356 (LABOCA, Rolffs et al. 2011), and 848 GHz (SABOCA, Wyrowski et al. in prep.) The modified models are overlaid in different colors (model D1 – green, D2 – dark-blue, and D3 – purple). The red and grey lines are reproduced profiles from the original Rolffs’ and Nomura’s models. The beam is shown as a orange dashed Gaussian. The errorbars represent only the deviation from a circular shape.

Figure A5 Comparison of the observed spectra with the best-fit results of 3 different models with modified density profiles (FigA3). The red lines are the best-fit model of the original Rolffs profile. The observed and simulated spectra at 241 GHz are very similar to those at 225 GHz; therefore, only the spectra at 225 GHz are plotted here.
A.3. Modified temperature profile

To decrease the emission in 893 GHz spectra and maintain the emission in high-excitation lines (225, 241, 266 GHz), modifying the temperature profile is a possible way. We increased the temperature in the very inner region (models T1, T3, and T4) of the core and decreased the fractional abundance in the inner region of the core. The modified and original temperature profiles are shown in Figure A6. Model T2 contrasts with other models.

Like for changing the density profile, modifying the temperature profile also influences the continuum emission. Figure A7 compares the radial profiles of the continuum emission of different models in the four bands. Again, we find that the Rolffs model and all modified models are superior to the Nomura model in all bands. For the 225 and 241 GHz band, model T2 and the Rolffs model fit better, because the dust continuum is less than 25% of the total continuum flux, implying that increasing the temperature in the central region of the core is a poor solution. In the 335 and 848 GHz bands, T1, T2, and the Rolffs models are superior to others. The indistinguishable continuum at 848 GHz is due to a combination of optical depth and beam dilution effect: the temperature profile is changed only in the very central region of the core where the opacity is high and the beam size is much larger than the scale of the modified region (beam is ∼7.4″ at 848 GHz and 2×10^{-2} pc corresponds to ∼1.1″). For 241 and 225 GHz, the angular resolution is sufficiently high and the opacity sufficiently low to detect the very inner region of the core.

To compare the effect on the spectra, Figure A8 shows the fitting results of the different modified models with a fixed HDO fractional abundance in the inner and outer region (X_{\text{HDO}}^{\text{in}} = 6 \times 10^{-8} and X_{\text{HDO}}^{\text{out}} = 5 \times 10^{-12}). The fitting spectra of the T1 and T4 models are similar to spectra of the Rolffs model in the high-excitation spectra at 225 and 241 GHz, while the T2 model produces less emission in all spectra. However, models T1, T3, and T4 produce much poorer fits to the two ground-transition spectra, and T2 already becomes optically thick (τ = 3.4) at 464 GHz. Hence, simply modifying the temperature profiles does not improve the agreement between the model and the observations.
Figure A7 Same as Fig. A5, but for the modified temperature models.

Figure A8 Comparison of the observed spectra and those reproduced with the fixed fractional abundances of models T1 to T4. The red lines are the best-fit model with the Rolffs original density profile.
Chapter 5

Water deuterium fractionation in a sample of luminous high-mass sources

5.1 Introduction

Singly deuterated water (HDO) has been studied towards many high-mass star-forming regions with ground-base telescopes (Jacq et al. 1990; Gensheimer et al. 1996; van der Tak et al. 2006). These studies mainly focus on the D/H ratios in the hot regions, because the HDO ground-transition line at 893 GHz and H$_{18}$O ground-transition line at 1101 GHz could not be detected in the past. These ground-transition lines are necessary to constrain HDO and H$_{18}$O abundances in cold envelopes. Recently, the HDO and the H$_{18}$O ground-transition have been observed with APEX and the Herschel Space Observatory. We therefore can study the HDO/H$_2$O ratio in many high-mass star-forming regions throughout the whole envelope. The high-mass hot core G34.26+0.15 is the first source in which the D/H ratio has been studied in detail in both warm and cold envelopes. The G34.26+0.15 study shows that the HDO/H$_2$O ratio in both the warm and cold envelopes is much lower than in low-mass star-forming regions, implying the possibility that the dense and cold pre-collapse phase is shorter for high-mass stars. In this chapter, we expand the study of the D/H ratios of water to five luminous high-mass sources with the HDO high-excitation and ground-transition lines and then compare with the H$_2^{18}$O high-excitation and ground-state transition lines to understand the water deuterium fractionation in high-mass star-forming regions.

5.2 Observations

5.2.1 Single-dish observations

We observed several HDO transitions with the APEX and Herschel space telescopes. The sources and the observed HDO lines are list in Table 5.1. All the APEX data were taken between 2007 to 2010 with the wobbler-switching mode with a throw of 240$''$. The temperature scale was converted from $T_A^*$ to
Table 5.1. Sources and HDO observations

<table>
<thead>
<tr>
<th>Source</th>
<th>RA</th>
<th>Dec</th>
<th>$V_{\text{LSR}}$</th>
<th>$L_{\text{bol}}^a$</th>
<th>$M^e$</th>
<th>observed HDO lines$^a$</th>
<th>observed H$_2^18$O lines$^d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>W51E</td>
<td>19:23:43.91</td>
<td>+14:30:28.2</td>
<td>+56</td>
<td>1.0(5)$^f$</td>
<td>4.5(3)$^f$</td>
<td>225, 241, 266, 464, 893</td>
<td>1101$^b$ &amp; 390$^c$</td>
</tr>
<tr>
<td>IRAS 16065-5158</td>
<td>16:10:20.01</td>
<td>−52:06:13.2</td>
<td>−62</td>
<td>2.9(5)$^h$</td>
<td>3.6(3)$^h$</td>
<td>225, 241, 264, 893</td>
<td>390$^c$</td>
</tr>
<tr>
<td>G351.58-0.35</td>
<td>17:25:25.28</td>
<td>−36:12:44.8</td>
<td>−96</td>
<td>2.4(5)$^b$</td>
<td>7.4(3)$^b$</td>
<td>225, 241, 264, 827, 848, 893</td>
<td>1101$^b$ &amp; 390$^c$</td>
</tr>
<tr>
<td>G327.3-0.6</td>
<td>15:53:07.80</td>
<td>−54:37:06.4</td>
<td>−45</td>
<td>8.2(4)$^h$</td>
<td>2.4(3)$^h$</td>
<td>225, 241, 264, 893</td>
<td>1101$^b$ &amp; 390$^c$</td>
</tr>
<tr>
<td>G10.47+0.03</td>
<td>18:08:38.25</td>
<td>−19:51:50.1</td>
<td>+69</td>
<td>3.7(5)$^f$</td>
<td>1.1(3)$^f$</td>
<td>225, 241, 264, 893</td>
<td>1101$^b$ &amp; 390$^c$</td>
</tr>
</tbody>
</table>

$^a$ Rest frequencies (in GHz) of the observed HDO lines. Detail information are in Table 5.2.

$^b$ WISH project

$^c$ Wyrowski et al. in prep.

$^d$ Rest frequencies (in GHz) of the observed H$_2^18$O lines.

$^e$ The numbers in parentheses are powers of 10.

$^f$ van der Tak et al. (2013)

$^g$ Wyrowski et al. (2016)

$^h$ Rolffs et al. (2011)

$T_{\text{mb}}$ using the beam efficiencies indicated in Table 5.2, which we took from the APEX$^1$ and CHAMP+$^2$ websites. The other characteristics of the HDO observations are listed in Table 5.2.

### 5.2.2 Interferometer observations

The interferometer observations toward G10.47+0.03 were carried out on 2011 April 26 and May 10 with the Submillimeter Array (SMA) on Mauna Kea, Hawaii. We used the 230 GHz receivers to observe the 225 and 241 GHz lines as well as the 1.3 mm continuum simultaneously. The primary-beam size (HPBW) of the 6-m-diameter antennas at 230 GHz is $\sim 54''$. The phase tracking center of this observation is the same as for the APEX observations. The frequency coverages are 225.76 – 229.73 GHz in the lower sideband and 237.73 – 241.71 GHz in the upper sideband and each band is divided into 48 chunks. A hybrid resolution mode was set with 512 channels per chunk (16.2 kHz resolution) for the HDO $J_{K-\bar{K}}=3_{1,2}-2_{2,1}$ line, and 256 channels per chunk (32.4 kHz) for the HDO $J_{K-\bar{K}}=2_{1,1}-2_{1,2}$ line.

The visibility data were calibrated using the MIR software package, which was originally developed for the Owens Valley Radio Observatory. The absolute flux density scale was determined from observations of Neptune for all data. The pair of nearby compact radio sources 1743-038 and 1911-201 were used to calibrate relative amplitude and phase. We used 3C279 to calibrate the bandpass.

The calibrated visibility data were Fourier transformed and CLEANed using the MIRIAD package. The map was made using uniform weighting. The synthesized beam size was $3']/4 \times 2''/5$ with a position angle of $-64^\circ$. The continuum map was obtained by averaging all line-free channels in the two bands except chunks s44-s48 because they have different frequency resolution.


$^2$http://www3.mpifr-bonn.mpg.de/div/submmtech/heterodyne/champplus/champ_efficiencies.16-09-14.html
5.3 RESULTS

Table 5.2. Details of the APEX HDO observations

<table>
<thead>
<tr>
<th>Frequency (GHz)</th>
<th>Transition</th>
<th>E_{up} (K)</th>
<th>n_{cr}^{para-H_2} (cm^{-3})</th>
<th>n_{cr}^{ortho-H_2} (cm^{-3})</th>
<th>HPBW (″)</th>
<th>B_{eff}</th>
<th>Receiver</th>
</tr>
</thead>
<tbody>
<tr>
<td>225.897</td>
<td>3_1,2–2_1,1</td>
<td>167.7</td>
<td>9.91 × 10^7</td>
<td>2.20 × 10^7</td>
<td>27.85</td>
<td>0.75</td>
<td>APEX-1</td>
</tr>
<tr>
<td>241.561</td>
<td>2_1,1–2_1,2</td>
<td>95.3</td>
<td>3.53 × 10^7</td>
<td>8.78 × 10^6</td>
<td>26.06</td>
<td>0.75</td>
<td>APEX-1</td>
</tr>
<tr>
<td>266.161</td>
<td>2_2,0–3_1,3</td>
<td>157.2</td>
<td>1.21 × 10^9</td>
<td>2.93 × 10^8</td>
<td>23.64</td>
<td>0.75</td>
<td>APEX-1</td>
</tr>
<tr>
<td>464.924</td>
<td>1_0,1–0_0,0</td>
<td>22.3</td>
<td>1.71 × 10^6</td>
<td>3.69 × 10^5</td>
<td>13.53</td>
<td>0.60</td>
<td>FLASH/PI460</td>
</tr>
<tr>
<td>827.263</td>
<td>4_1,3–3_2,2</td>
<td>263.3</td>
<td>2.44 × 10^8</td>
<td>5.17 × 10^7</td>
<td>7.60</td>
<td>0.36</td>
<td>CHAMP+</td>
</tr>
<tr>
<td>848.962</td>
<td>2_1,2–1_1,1</td>
<td>83.6</td>
<td>1.89 × 10^8</td>
<td>4.29 × 10^7</td>
<td>7.42</td>
<td>0.36</td>
<td>CHAMP+</td>
</tr>
<tr>
<td>893.639</td>
<td>1_1,1–0_0,0</td>
<td>42.9</td>
<td>5.72 × 10^7</td>
<td>1.47 × 10^7</td>
<td>7.04</td>
<td>0.36(c)</td>
<td>CHAMP+(d)</td>
</tr>
</tbody>
</table>

\(a\) Critical density at 100 K calculated by using the values of the Einstein coefficient and the collision rates tabulated for HDO (Faure et al. 2012) in the LAMDA database (http://www.strw.leidenuniv.nl/moldata/).

\(b\) The resolution of the original settings in the observations.

\(c\) 0.35 for G327.3-0.6 observed in 2008.

\(d\) The HDO 893GHz line was also observed toward G327.3-0.6 and IRAS 16065-5158 with the Herschel space telescope in 2011. The beam efficiency is 0.75.

5.3 Results

5.3.1 Single-dish Observations

Table 5.3 summarizes the properties of the observed HDO lines (Figure 5.3 to Figure 5.7). Most HDO lines are detected, except for the 893 GHz line in IRAS 16065-5158. HDO 225 GHz lines observed toward W51E and G327.3-0.6 are blended with an emission line at \(\sim 225.900\) GHz, which could be either C\(_2\)H\(_3\)CN or C\(_2\)H\(_5\)CN. Because the two ground-state lines are always suspected to be optically thick (Liu et al. 2011, 2013), we used the integrated intensities of excited HDO lines to perform a rotation diagram analysis with the assumption that the lines are optically thin and in local thermodynamic equilibrium (LTE) (Goldsmith & Langer 1999). We also assumed source sizes for each source, as suggested from the SABOCA or SMA observations (Table 5.4). Because these sizes are smaller than the APEX beams at the three observed frequencies, the derived column densities and source sizes are degenerate. Nevertheless, the temperature does not depend on the size assumption for optically thin emission. The resulting rotation diagrams are displayed in Figure 5.1 and the obtained rotation temperatures and total molecular column densities are listed in Table 5.4. Most values of the rotation temperatures and the column densities of the hot HDO are consistent with the estimates of previous studies (Table 5.4). The only exception is the HDO column density for G10.47+0.03. This is because the source size we assumed (\(\sim 1.5'\times 1.0''\)) is much smaller than that used in a previous paper (\(\sim 12''\times 12''\), Gensheimer et al. (1996)). After applying the (beam) dilution factor, the HDO column densities averaged on the assumed beam size \(12''\times 12''\) in G10.47+0.03 is \(4.8\times 10^{15}\) cm\(^{-2}\), which is in good agreement with the value in the literature.
Table 5.3. Properties of the HDO lines

<table>
<thead>
<tr>
<th>Freq. (GHz)</th>
<th>$dv$ (km/s)</th>
<th>rms $^{\sigma}$ (mK)</th>
<th>$T_{\text{MB}}^{\text{iso}}$ (K)</th>
<th>$V_{\text{LSR}}$ (km/s)</th>
<th>$\Delta v^{\sigma}$ (km/s)</th>
<th>$\int T_{\text{MB}} dv^{\sigma}$ (K km/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>W51E</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>225</td>
<td>0.49</td>
<td>40</td>
<td>0.33</td>
<td>57.2±0.7</td>
<td>7.2±1.7</td>
<td>2.5±0.5</td>
</tr>
<tr>
<td>241</td>
<td>0.45</td>
<td>37</td>
<td>0.34</td>
<td>56.7±1.4</td>
<td>8.3±3.4</td>
<td>3.0±1.1</td>
</tr>
<tr>
<td>266</td>
<td>0.83</td>
<td>28</td>
<td>0.18</td>
<td>55.7±0.4</td>
<td>11.3±1.3</td>
<td>2.2±0.2</td>
</tr>
<tr>
<td>464</td>
<td>0.31</td>
<td>188</td>
<td>2.49</td>
<td>56.6±0.4</td>
<td>10.5±0.8</td>
<td>27.9±1.8</td>
</tr>
<tr>
<td>893</td>
<td>0.49</td>
<td>293</td>
<td>-0.75$^b$</td>
<td>-58.4±0.6$^b$</td>
<td>6.0±1.9$^b$</td>
<td>-4.8±1.1$^b$</td>
</tr>
<tr>
<td>893</td>
<td>0.49</td>
<td>293</td>
<td>-1.97$^b$</td>
<td>-69.4±0.1$^b$</td>
<td>0.9±0.2$^b$</td>
<td>-1.9±0.5$^b$</td>
</tr>
<tr>
<td>IRAS 16065-5158</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>225</td>
<td>0.97</td>
<td>18</td>
<td>0.11</td>
<td>-61.2±0.3</td>
<td>7.9±0.7</td>
<td>0.9±0.1</td>
</tr>
<tr>
<td>241</td>
<td>0.90</td>
<td>25</td>
<td>0.09</td>
<td>-61.7±1.6</td>
<td>9.5±4.2</td>
<td>0.9±0.3</td>
</tr>
<tr>
<td>464</td>
<td>0.31</td>
<td>132</td>
<td>0.67</td>
<td>-62.2±0.2</td>
<td>7.8±0.5</td>
<td>5.6±0.3</td>
</tr>
<tr>
<td>G351.58-0.35</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>225</td>
<td>0.49</td>
<td>36</td>
<td>0.20</td>
<td>-96.8±0.2</td>
<td>6.9±0.6</td>
<td>1.5±0.1</td>
</tr>
<tr>
<td>241</td>
<td>0.45</td>
<td>25</td>
<td>0.20</td>
<td>-95.6±0.2</td>
<td>6.8±0.5</td>
<td>1.4±0.1</td>
</tr>
<tr>
<td>266</td>
<td>1.65</td>
<td>28</td>
<td>0.10</td>
<td>-95.9±0.6</td>
<td>9.9±1.3</td>
<td>1.0±0.1</td>
</tr>
<tr>
<td>464</td>
<td>0.20</td>
<td>107</td>
<td>0.93</td>
<td>-96.4±0.6</td>
<td>9.2±2.4</td>
<td>9.2±1.6</td>
</tr>
<tr>
<td>827</td>
<td>1.06</td>
<td>543</td>
<td>2.00</td>
<td>-94.3±0.7</td>
<td>9.7±1.8</td>
<td>20.7±3.2</td>
</tr>
<tr>
<td>848</td>
<td>0.52</td>
<td>759</td>
<td>2.08</td>
<td>-94.9±1.1</td>
<td>9.2±2.1</td>
<td>20.3±4.6</td>
</tr>
<tr>
<td>893$^c$</td>
<td>0.49</td>
<td>732</td>
<td>-8.51$^b$</td>
<td>-94.2±0.1$^b$</td>
<td>3.2±0.2$^b$</td>
<td>-29.2±2.4$^b$</td>
</tr>
<tr>
<td>893$^c$</td>
<td>0.49</td>
<td>732</td>
<td>-2.02$^b$</td>
<td>-99.1±0.7$^b$</td>
<td>4.1±0.2$^b$</td>
<td>-18.3±2.6$^b$</td>
</tr>
<tr>
<td>G327.3-0.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>225$^f$</td>
<td>0.16</td>
<td>73</td>
<td>0.84</td>
<td>-44.4±0.1</td>
<td>6.8±0.4</td>
<td>6.1±0.3</td>
</tr>
<tr>
<td>241</td>
<td>0.15</td>
<td>67</td>
<td>0.88</td>
<td>-44.4±0.4</td>
<td>5.6±0.8</td>
<td>6.0±1.1</td>
</tr>
<tr>
<td>464</td>
<td>0.63</td>
<td>313</td>
<td>1.17</td>
<td>-45.8±1.8</td>
<td>13.8±3.5</td>
<td>17.2±4.4</td>
</tr>
<tr>
<td>893$^c$</td>
<td>0.49</td>
<td>443</td>
<td>-3.31$^b$</td>
<td>-44.4±0.2$^b$</td>
<td>3.1±0.4$^b$</td>
<td>-11.0±1.6$^b$</td>
</tr>
<tr>
<td>893$^c$</td>
<td>0.49</td>
<td>443</td>
<td>-1.83$^b$</td>
<td>-51.1±0.7$^b$</td>
<td>10.0±1.3$^b$</td>
<td>-19.5±2.4$^b$</td>
</tr>
<tr>
<td>G10.47+0.03</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>225</td>
<td>0.97</td>
<td>24</td>
<td>0.47</td>
<td>66.4±0.3</td>
<td>10.2±0.7</td>
<td>5.1±0.3</td>
</tr>
<tr>
<td>241</td>
<td>0.45</td>
<td>36</td>
<td>0.42</td>
<td>66.1±0.4</td>
<td>9.6±0.9</td>
<td>4.3±0.3</td>
</tr>
<tr>
<td>266</td>
<td>0.83</td>
<td>35</td>
<td>0.30</td>
<td>65.3±0.3</td>
<td>14.0±0.8</td>
<td>4.5±0.2</td>
</tr>
<tr>
<td>464</td>
<td>0.31</td>
<td>136</td>
<td>1.62</td>
<td>67.7±0.6</td>
<td>9.5±1.7</td>
<td>16.3±5.6</td>
</tr>
<tr>
<td>893$^c$</td>
<td>0.49</td>
<td>413</td>
<td>-1.37$^b$</td>
<td>68.0±0.3$^b$</td>
<td>3.5±0.8$^b$</td>
<td>-5.1±1.4$^b$</td>
</tr>
<tr>
<td>893$^c$</td>
<td>0.49</td>
<td>413</td>
<td>-0.69$^b$</td>
<td>58.8±1.9$^b$</td>
<td>16.6±3.2$^b$</td>
<td>-12.3±2.4$^b$</td>
</tr>
</tbody>
</table>

$^a$Resolution  $^b$Only the absorption part  $^c$Measured line widths  
$^d$Value is derived from gaussian fit using the software CLASS. The uncertainties only include the statistical noise, and not the calibration uncertainties.  
$^e$Blended with an emission line at 225.900 GHz, which possibly to belong to C$_2$H$_5$CN or C$_2$H$_5$CN or both. A two gaussian fit is used here to deconvolve the lines and then obtain the values of the HDO 225 line.  
$^f$The absorption at the $V_{\text{LSR}}$ of 58.4 km/s.  
$^g$The absorption at the $V_{\text{LSR}}$ of 69.4 km/s.  
$^h$The wide-blue-shifted absorption  
$^i$The narrow absorption at the system velocity
Figure 5.1 HDO rotation diagrams. The detected lines are shown as crosses with error bars.
Table 5.4. Parameters and results of the rotation diagram

<table>
<thead>
<tr>
<th>Source</th>
<th>Source size ($'' \times '')$</th>
<th>Beam size ($'' \times ''$)</th>
<th>$T_{\text{rot}}$ (K)</th>
<th>HDO column density$^a$ (cm$^{-2}$)</th>
<th>HDO column density$^b$ (cm$^{-2}$)</th>
<th>$T^b$ (K)</th>
<th>HDO column density$^c$ (cm$^{-2}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>W51E</td>
<td>16.0$^{+11.0}_{-7.4}$</td>
<td>7.4$^{+7.4}_{-7.4}$</td>
<td>105$^{+18}_{-13}$</td>
<td>2.2$^{+1.1}_{-0.7}$ $\times 10^{15}$</td>
<td>2.7$\times 10^{15}$</td>
<td>$T_{\text{rot}} = 103\pm9$ K (CH$_3$CH$_2$CN)$^b$</td>
<td>2.1$\times 10^{15}$ $^i$</td>
</tr>
<tr>
<td>IRAS 16065-5158</td>
<td>6.4$^{+3.1}_{-5.0}$</td>
<td>5.0$^{+5.0}_{-5.0}$</td>
<td>163$^{+334}_{-66}$</td>
<td>6.5$^{+55.4}_{-4.7}$ $\times 10^{15}$</td>
<td>8.3$\times 10^{14}$</td>
<td>$T_{\text{rot}} &lt; 250$ K (CH$_3$CN &amp; SO$_2$)$^j$</td>
<td>...</td>
</tr>
<tr>
<td>G351.58-0.35</td>
<td>16.1$^{+13.3}_{-7.4}$</td>
<td>7.4$^{+7.4}_{-7.4}$</td>
<td>163$^{+334}_{-66}$</td>
<td>9.8$^{+10.4}_{-4.5}$ $\times 10^{14}$</td>
<td>3.6$\times 10^{14}$</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>G327.3-0.6</td>
<td>2.0$^{+2.0}_{-2.0}$</td>
<td>...</td>
<td>204$^{+160}_{-94}$</td>
<td>2.4$^{+102}_{-10}$ $\times 10^{17}$</td>
<td>6.7$\times 10^{15}$</td>
<td>$T_{\text{ex}} \leq 300$ K (CH$_3$CN &amp; C$_2$H$_5$CN)$^k$</td>
<td>$&gt;2.2\times 10^{14}$ $^g$</td>
</tr>
<tr>
<td>G10.47+0.03</td>
<td>1.5$^{+1.0}_{-2.0}$</td>
<td>3.8$^{+2.7}_{-2.0}$</td>
<td>177$^{+74}_{-40}$</td>
<td>4.7$^{+2.2}_{-2.2}$ $\times 10^{17}$</td>
<td>4.8$\times 10^{15}$</td>
<td>$T_{\text{rot}} = 140 - 160$ K (CH$_3$CN)$^l$</td>
<td>3.3$\times 10^{15}$ $^m$</td>
</tr>
</tbody>
</table>

$^a$ This work. The derived values are the total molecular column densities of the hot HDO averaged on the assumed source size.

$^b$ The values are derived with other molecules.

$^c$ from other papers.

$^d$ Value is measured with SABOCA maps using the task IMFIT of the MIRIAD package.

$^e$ Value is measured with SMA map using the task IMFIT of the MIRIAD package.

$^f$ Dedes et al. (2011), observed with the Australia Telescope Compact Array.

$^g$ Gibb et al. (2000), source size is obtained from the population diagram analysis.


$^i$ Olmi et al. (1996) $^{m'}$Gensheimer et al. (1996), observed with the IRAM 30m (Beam $\sim 11''$).

$^j$ The total molecular column densities of the hot HDO averaged on the assumed beam size 12$''\times12''$.

This values is estimated by applying the (beam) dilution factor to the obtained total HDO column densities (previous column).
5.3. RESULTS

Table 5.5. Results of the SMA observations toward G10.47+0.03

<table>
<thead>
<tr>
<th>Beam</th>
<th>Freq. (GHz)</th>
<th>rms (Jy/Beam)</th>
<th>Integrated flux (Jy·km/s)</th>
<th>Peak position (RA(J2000) DEC(J2000))</th>
<th>Positional error (″)</th>
<th>Deconvolved size (″ × ″)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HDO 225</td>
<td>225.9</td>
<td>0.08</td>
<td>94.8</td>
<td>18°08′38″.25 -19°51′50″.53</td>
<td>0.02 0.02</td>
<td>1′′09×0′″92</td>
</tr>
<tr>
<td>HDO 241</td>
<td>241.6</td>
<td>0.16</td>
<td>73.9</td>
<td>18°08′38″.25 -19°51′50″.48</td>
<td>0.03 0.03</td>
<td>1′′25×0′″91</td>
</tr>
<tr>
<td>1.3 mm</td>
<td>234.4</td>
<td>0.10</td>
<td>5.5</td>
<td>18°08′38″.25 -19°51′50″.43</td>
<td>0.02 0.03</td>
<td>1′′28×0′″37</td>
</tr>
</tbody>
</table>

Values are obtained from a Gaussian fit using the task IMFIT of the software MIRIAD.

Values are derived from the theoretical formula $\sigma_{\text{position}} = \text{FWHM}/\sqrt{8 \ln2 \cdot (S/N)}$ (Condon 1997).

Figure 5.2 HDO 225 GHz (red contours)/HDO 241 GHz (blue-dashed contours) integrated map and 1.3 mm continuum map (grey scale) observed with the SMA toward G10.47+0.03. The contour levels are from 3σ by steps of 12σ, with 1σ = 1.0 Jy beam$^{-1}$. The green ellipse indicates the beam size.

5.3.2 G10.47+0.03

5.3.2.1 Interferometer observations

The results of the interferometer observations are shown in Table 5.5 and Figure 5.2. The integrated intensity maps of the two HDO lines show that their distributions are very similar, suggesting that their emission comes from the same gas. In addition, the position of the peak of the HDO emission is very close to that of the 1.3 mm dust continuum (Table 5.5), implying that the distribution of the HDO is the same as the distribution of the 1.3 mm continuum.

Comparing the results observed with APEX, we find that the missing flux of the HDO 225 GHz and 241 GHz line emission is $\sim 34.1\%$ and $\sim 34.4\%$. These values suggest that most HDO emission is coming from the center of the molecular cloud core, which is consistent with the fact that the line shapes are very similar. Here, the SMA map was convolved with the beam size of APEX after the primary beam correction was done. The SMA probes scales up to 32″, which is much larger than the expected spatial extension of these high excitation HDO lines. In view of their critical density and energy, it is unlikely...
### Table 5.6. The adopted parameters of the Models

<table>
<thead>
<tr>
<th>Source</th>
<th>source model</th>
<th>distance kpc</th>
<th>opacity(^a)</th>
<th>turbulence width km/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>W51E (1) &amp; (2)</td>
<td></td>
<td>5.4(^{1(1)}) &amp; 5.1(^{2(2)})</td>
<td>bare, 10^5 cm(^{-3(1)}) &amp; thin, 10^6 cm(^{-3(2)})</td>
<td>1.0–4.0(^{1(1)}) &amp; 2.0–2.5(^{2(2)})</td>
</tr>
<tr>
<td>IRAS 16065-5158</td>
<td>(1)</td>
<td>4.0</td>
<td>bare, 10^5 cm(^{-3(1)})</td>
<td>3.5</td>
</tr>
<tr>
<td>G351.58-0.35</td>
<td>(3)</td>
<td>6.8</td>
<td>thin, 10^5 cm(^{-3(3)})</td>
<td>1.9–2.4</td>
</tr>
<tr>
<td>G327.3-0.6</td>
<td>(2)</td>
<td>3.3</td>
<td>thin, 10^6 cm(^{-3(2)})</td>
<td>2.1–2.5</td>
</tr>
<tr>
<td>G10.47+0.03</td>
<td>(1) &amp; (2)</td>
<td>10.5(^{1(1)}) &amp; 5.8(^{2(2)})</td>
<td>bare, 10^5 cm(^{-3(1)}) &amp; thin, 10^6 cm(^{-3(2)})</td>
<td>1.8–3.8(^{1(1)}) &amp; 2.2–3.6(^{2(2)})</td>
</tr>
</tbody>
</table>

\(^{1(1)}\)Rolffs et al. (2011) \(^{2(2)}\)van der Tak et al. (2013) \(^{3}\)Wyrowski et al. (2016)

\(a\) Different opacities are from Ossenkopf & Henning (1994)

that the apparent missing flux is real. The calibration uncertainties of APEX and SMA are usually considered to be \(\sim 20\%\) and 5–15%. We therefore assume that the flux discrepancy is originating from the uncertainties of the calibration.

### 5.4 Modeling

#### 5.4.1 Model description

To analyze the HDO data, we used the 1 D Monte Carlo code RATRAN, developed by Hogerheijde & van der Tak (2000) (see Chapter 2.3.1). The radiative transfer model takes as input the physical \((n, T)\) profiles of the source. The adopted source models we used are listed in Tab. 5.6. The physical profiles, which correspond to the van der Tak and Wyrowski models (van der Tak et al. 2013; Wyrowski et al. 2016), are constrained by the observed spectral energy distribution (SED) data and the radial intensity profiles of the continuum maps. The density and temperature profiles of the Rolffs model (Rolffs et al. 2011) aim to reproduce the radial intensity profile from LABOCA data (345 GHz continuum). Centrally heated envelopes and infall velocity fields are assumed for all sources. The adopted distance, opacity, and turbulence are listed in Tab. 5.6. The HDO collisional rates used in this study have been computed by Faure et al. (2012) for para-H\(_2\) and ortho-H\(_2\) separately. In the modeling, we assumed that the ortho-to-para ratio of H\(_2\) is in LTE in each cell of the core.

For most sources, we have APEX and Herschel data, so the modeled maps were convolved with the APEX and Herschel beams. For G10.47+0.03, in order to also compare with the SMA data, we used MIRIAD to create mock observations based on the modeled data and then obtained the simulated maps/spectra (see Section 4.4.2).

We then performed \(\chi^2\) analyses to constrain the HDO abundance for all spectra of each source. Here the definition of \(\chi^2\) is \(\sum \frac{(T_{mb,ob}-T_{mb,mod})^2}{\sigma^2}\), where the sum is over the channels in each spectrum. The \(\sigma\) within this \(\chi^2\) analysis only includes the statistical errors of spectra.
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5.4.2 Modeling results

An abundance jump model for HDO with sublimation at an assumed jump temperatures $T_j$ of 100 K and release into the gas phase by thermal desorption, has been widely used in past studies of water and deuterated water in star-forming regions (e.g. Parise et al. 2005a; van der Tak et al. 2006; Liu et al. 2011; Herpin et al. 2012; Liu et al. 2013). Therefore, we also adopted such an abundance jump for the HDO lines in a first round of modeling ($X_{\text{in}}^{\text{HDO}}, T > 100$ K and $X_{\text{out}}^{\text{HDO}}, T < 100$ K, where the fractional abundances of deuterated water in the inner and outer regions). We then performed a grid of models with various inner and outer abundances and realized that the intensities of the different lines cannot be well reproduced simultaneously (see Fig. 5.3 to Fig. 5.7), except for the lines observed toward IRAS 16065-5158 (see Fig. 5.4).

In the cases of W51 e and G351.58-0.36 (Fig. 5.3 and 5.5), when the excited transitions observed at 225 and 241 GHz are reproduced, other transitions are overproduced or become too optically thick. In addition, in the cases of G327.3-0.6 and G10.47+0.03 (Fig. 5.6 and Fig. 5.7), even the reproduced HDO spectra (225 GHz and 241 GHz) show obviously self-absorption features, so the fits are not good enough to determine the abundances.

In order to reproduce the emission in the high-excitation lines and decrease/enhance the emission in the ground transition lines, we tried modeling the spectra with a two-jump model instead of a one-jump model for the four sources (W51 e, G351.58-0.36, G327.3-0.6, and G10.47+0.03). However, the results suggest that this modification cannot improve the results; an example is given in Fig. 5.8. This property has already been found for G34.26+0.15 (see Section. 4.5.1). Although the modifications of the velocity profiles can affect the line profiles, the line intensities are still not significantly modified to decrease this disagreement.
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Figure 5.4 Lines towards IRAS 16065-5158. Comparison of the observed spectra with the results of our best-fit models ($X_{\text{HDO}}^{\text{in}} = 2 \times 10^{-08}$ and $X_{\text{HDO}}^{\text{out}} = 1 \times 10^{-12}$). The observed line emission is shown as black histograms in each spectrum. The red lines show the best-fit results of the Rolffs model.

Figure 5.5 Lines towards G351.58-0.36. Comparison of the observed spectra with the results of our best-fit models. The observed line emission is shown as black histograms in each spectrum. The red lines show the best-fit results of the Wyrowski model.
Figure 5.6 Lines towards G327.3-0.6. Comparison of the observed spectra with the results of our best-fit models. The observed line emission is shown as black histograms in each spectrum. The red lines show the best-fit results of the van der Tak model.

Figure 5.7 Lines towards G10.47+0.03. Comparison of the observed spectra with the results of our best-fit models for the two different physical profiles. The observed line emission is shown as black histograms in each spectrum. The red and blue-dashed lines show the best-fit results of the Rolffs model and the van der Tak model.
Figure 5.8 Lines towards W51e. Comparison of the observed spectra and those simulated with different models. The red and blue lines are the reproduced spectra of the one-jump model (R1J) and the two-jump model (R2J, $T_{2j} = 200$ K) with the physical profiles from Rolffs model.

Figure 5.9 Lines towards W51e. Comparison of the observed spectra and those simulated with different sublimation temperatures, $T_j$. Left Panel: the red and blue lines are the reproduced spectra of the one-jump model with $T_j = 100$ K and with $T_j = 150$ K with the physical profiles from Rolffs model. Right Panel: the red and blue lines are the reproduced spectra of the one-jump model with $T_j = 100$ K and with $T_j = 200$ K with the physical profiles from van der Tak model.
Table 5.7. HDO and H$_{2}^{18}$O abundances obtained with different jump temperatures Tj (W51e).

<table>
<thead>
<tr>
<th>Models</th>
<th>Tj (K)</th>
<th>$\theta$ ('')</th>
<th>Best fit HDO abundances</th>
<th>$\chi^2_{\text{red}}$(HDO)</th>
<th>Best fit H$_{2}^{18}$O abundances</th>
<th>$\chi^2_{\text{red}}$(H$_{2}^{18}$O)</th>
<th>(HDO/H$<em>{2}^{18}$O)$</em>{\text{in}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>R model$^{a}$</td>
<td>100</td>
<td>1.4</td>
<td>$5 \times 10^{-08}$</td>
<td>$1 \times 10^{-14}$</td>
<td>3.2</td>
<td>$1.0 \times 10^{-07}$</td>
<td>$2 \times 10^{-11}$</td>
</tr>
<tr>
<td>R model$^{a}$</td>
<td>120</td>
<td>1.1</td>
<td>$1 \times 10^{-07}$</td>
<td>$1 \times 10^{-14}$</td>
<td>3.0</td>
<td>$2.0 \times 10^{-07}$</td>
<td>$3 \times 10^{-11}$</td>
</tr>
<tr>
<td>R model$^{a}$</td>
<td>150</td>
<td>1.0</td>
<td>$1 \times 10^{-07}$</td>
<td>$1 \times 10^{-14}$</td>
<td>2.3</td>
<td>$2.0 \times 10^{-07}$</td>
<td>$3 \times 10^{-11}$</td>
</tr>
<tr>
<td>R model$^{a}$</td>
<td>200</td>
<td>0.7</td>
<td>$2 \times 10^{-07}$</td>
<td>$1 \times 10^{-12}$</td>
<td>2.6</td>
<td>$5.0 \times 10^{-07}$</td>
<td>$3 \times 10^{-11}$</td>
</tr>
<tr>
<td>V model$^{b}$</td>
<td>100</td>
<td>2.0</td>
<td>$5 \times 10^{-08}$</td>
<td>$1 \times 10^{-14}$</td>
<td>5.2</td>
<td>$9.0 \times 10^{-08}$</td>
<td>$9 \times 10^{-11}$</td>
</tr>
<tr>
<td>V model$^{b}$</td>
<td>120</td>
<td>1.5</td>
<td>$8 \times 10^{-08}$</td>
<td>$1 \times 10^{-13}$</td>
<td>4.1</td>
<td>$1.0 \times 10^{-07}$</td>
<td>$9 \times 10^{-11}$</td>
</tr>
<tr>
<td>V model$^{b}$</td>
<td>150</td>
<td>1.2</td>
<td>$2 \times 10^{-07}$</td>
<td>$1 \times 10^{-15}$</td>
<td>3.9</td>
<td>$3.0 \times 10^{-07}$</td>
<td>$9 \times 10^{-11}$</td>
</tr>
<tr>
<td>V model$^{b}$</td>
<td>200</td>
<td>0.7</td>
<td>$4 \times 10^{-07}$</td>
<td>$1 \times 10^{-12}$</td>
<td>3.8</td>
<td>$6.0 \times 10^{-07}$</td>
<td>$9 \times 10^{-11}$</td>
</tr>
</tbody>
</table>

$^a$ Rolffs et al. (2011)$^b$ van der Tak et al. (2013)

$^c$ Size of the region where the temperature is higher than Tj.

$^d$ Assuming H$_{2}^{16}$O/H$_{2}^{18}$O = 500.

$^e$ The H$_{2}^{18}$O fractional abundance in the inner region and outer region is obtained by analyzing the H$_{2}^{18}$O excitation transition at 390 GHz and the H$_{2}^{18}$O ground transition at 1101 GHz, respectively.

$^f$ The HDO fractional abundance in the outer/cold region cannot be well constrained in the modeling and is not reliable, because the absorption is not clearly detected ($\sim$2.5$\sigma$ detection, see Table 5.3). Therefore, we did not estimate the D/H ratios of water here.
In order to improve the fitting results for all the transitions, it is found that modifying the sublimation temperatures, \( T_j \), is necessary. For example, for W51e, with a jump temperature of 150 K (left panel in Figure 5.9: with Rolffs model–R(150)) and with a jump temperature of 200 K (right panel in Figure 5.9: with van der Tak model–V(200)), the models match the 893 GHz spectra than the models with a jump temperature of 100 K. Moreover, the better \( \chi^2_{\text{red}} \) of the model R(150) (\( \chi^2_{\text{red}}=2.3 \)) and the model V(200) (\( \chi^2_{\text{red}}=3.9 \)) show that the fits can be improved by modifying the sublimation temperatures (Table 5.7, \( \chi^2_{\text{red}} = 3.2 \) and 5.2 when \( T_j=100 \) K). Therefore, for W51E, we ran grids of models for higher sublimation temperatures (\( T_j = 120, 150, \) and 200 K) and compared the influence of the jump temperature on the line intensities. Table 5.7 summarizes the best-fitting fractional abundances and the \( \chi^2_{\text{red}} \) values obtained with different jump temperature. Obviously, an increase of the jump temperature in the model is necessary to reproduce the opacity of the HDO lines. However, we cannot conclude that the sublimation temperature is significantly higher than 100 K in this source (W51e). Although some works suggested a higher evaporation temperature of 110 – 120 K (Fraser et al. 2001), the HDO transition cannot be perfectly reproduced with this temperature. Rather than the sublimation temperature, the assumed size of the hot core might be wrong. Our analyses of the HDO lines in W51e suggest that the size of the hot core in which the abundance of HDO increases due to the evaporation of the icy mantles is smaller than that of the original Rolffs and van der Tak models. Because the source models were constrained by single dish observations with large angular resolution (7.5\( '' \) and 18.6\( '' \)) and the density profiles are assumed to follow a power law, the derived physical profiles are relatively uncertain in the inner parts of source envelope (\( \leq 2'' \)), where the excited HDO lines originate from. In the case of W51e, the size of the hot core in which the abundance of HDO rises due to the evaporation of the icy mantles should be smaller than that in the models (\( \theta =1.0'' \) instead of 1.4\( '' \) for Rolffs model and \( \theta =0.7'' \) instead of 2.0\( '' \) for van der Tak model, Table 5.7) and this circumstance has been also found and reported in Coutens et al. (2014). Modifications of the jump temperature where also found to be necessary for modeling the HDO lines detected towards G351.58-0.36, G327.3-0.6, and G10.47+0.03, but the opposite direction. For these sources, we need to lower the sublimation temperature to achieve a better agreement between the models and the observations. This implies that the sizes of the hot cores are larger than those assumed in the models (\( T > 100 \) K). To further support this argument, we can simply compare the source sizes of the HDO lines at 225 and 241 GHz (observed with the interferometer telescopes, such as the SMA), which mainly originate from hot core, with those of the hot core predicted by models. In the case of G10.47+0.03, the deconvolved size of the HDO lines at 225 and 241 GHz is \( \sim 1.5'' \times 1.0'' \) (Table 5.5). This size is larger than that of the hot core in the two source models (0.8\( '' \) in Rolffs model and van der Tak model). Table 5.8 shows the fractional abundances of the best-fit results with modified sublimation temperatures. Although the obtained HDO fractional abundances are different with different sublimation temperature, it is found that the variation of the final HDO/H\( _2^{16}\)O ratio is small. We will discuss this result in Section 6.5.1.1 & 6.5.1.2.

5.5 Discussion

5.5.1 Water deuterium fractionation in high-mass sources

Although many H\( _2^{16}\)O transitions have been detected with Herschel towards these high-mass star forming regions, this molecule’s abundance cannot be well determined from the observed transitions because of
Table 5.8.  HDO and H$_2^{18}$O abundances (other sources).

<table>
<thead>
<tr>
<th>Models</th>
<th>Tj</th>
<th>$\theta^d$</th>
<th>Best fit HDO abundances</th>
<th>$\chi^2_{\text{rel}}$ (HDO)</th>
<th>Best fit H$_2^{18}$O abundances</th>
<th>$\chi^2_{\text{rel}}$(H$_2^{18}$O)</th>
<th>(HDO/H$_2$O)$^c$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>inner region</td>
<td>outer region</td>
<td>inner region</td>
<td>outer region</td>
<td>inner region</td>
</tr>
<tr>
<td>IRAS 16065-5158</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R model$^c$</td>
<td>100</td>
<td>1.1</td>
<td>$2 \times 10^{-08}$</td>
<td>$1.0 \times 10^{-12}$</td>
<td>1.1</td>
<td>$3 \times 10^{-07}$</td>
<td>...</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G351.58-0.35</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>W model$^a$</td>
<td>100</td>
<td>0.6</td>
<td>$9 \times 10^{-08}$</td>
<td>$7.0 \times 10^{-11}$</td>
<td>2.0</td>
<td>$.../f$</td>
<td>$2.5 \times 10^{-11}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>0.9</td>
<td>$2 \times 10^{-08}$</td>
<td>$5.0 \times 10^{-11}$</td>
<td>2.0</td>
<td>$2.0 \times 10^{-07}$</td>
<td>$2.5 \times 10^{-11}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>1.2</td>
<td>$1 \times 10^{-08}$</td>
<td>$3.0 \times 10^{-11}$</td>
<td>2.0</td>
<td>$7.0 \times 10^{-08}$</td>
<td>$2.5 \times 10^{-11}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>70</td>
<td>1.7</td>
<td>$4 \times 10^{-09}$</td>
<td>$9.0 \times 10^{-12}$</td>
<td>2.3</td>
<td>$3.5 \times 10^{-08}$</td>
<td>$2.5 \times 10^{-11}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G327.3-0.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V model$^b$</td>
<td>100</td>
<td>0.4</td>
<td>$.../f$</td>
<td></td>
<td>$6.0 \times 10^{-11}$</td>
<td>$.../f$</td>
<td>$2.2$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>1.0</td>
<td>$8 \times 10^{-07}$</td>
<td>$7.0 \times 10^{-11}$</td>
<td>5.7</td>
<td>$7.0 \times 10^{-07}$</td>
<td>$5.8 \times 10^{-11}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>1.2</td>
<td>$6 \times 10^{-07}$</td>
<td>$7.0 \times 10^{-11}$</td>
<td>5.7</td>
<td>$6.0 \times 10^{-07}$</td>
<td>$5.5 \times 10^{-11}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>70</td>
<td>1.6</td>
<td>$2 \times 10^{-07}$</td>
<td>$6.5 \times 10^{-11}$</td>
<td>6.4</td>
<td>$2.0 \times 10^{-07}$</td>
<td>$5.5 \times 10^{-11}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G10.47+0.03</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R model$^c$</td>
<td>100</td>
<td>0.8</td>
<td>$.../f$</td>
<td></td>
<td>$5.0 \times 10^{-11}$</td>
<td>$.../f$</td>
<td>2.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>1.0</td>
<td>$4 \times 10^{-07}$</td>
<td>$3.0 \times 10^{-11}$</td>
<td>2.7</td>
<td>$.../f$</td>
<td>$5.5 \times 10^{-11}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>1.1</td>
<td>$4 \times 10^{-07}$</td>
<td>$3.0 \times 10^{-11}$</td>
<td>2.7</td>
<td>$.../f$</td>
<td>$5.0 \times 10^{-11}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>70</td>
<td>1.6</td>
<td>$2 \times 10^{-07}$</td>
<td>$1.5 \times 10^{-11}$</td>
<td>2.6</td>
<td>$3.0 \times 10^{-07}$</td>
<td>$4.0 \times 10^{-11}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>2.1</td>
<td>$9 \times 10^{-08}$</td>
<td>$2.0 \times 10^{-11}$</td>
<td>2.4</td>
<td>$1.5 \times 10^{-07}$</td>
<td>$4.3 \times 10^{-11}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.8</td>
<td>$.../f$</td>
<td></td>
<td>$1.5 \times 10^{-10}$</td>
<td>$.../f$</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>1.0</td>
<td>$9 \times 10^{-07}$</td>
<td>$8.0 \times 10^{-11}$</td>
<td>4.0</td>
<td>$.../f$</td>
<td>1.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>1.3</td>
<td>$5 \times 10^{-07}$</td>
<td>$7.0 \times 10^{-11}$</td>
<td>2.8</td>
<td>$7.5 \times 10^{-07}$</td>
<td>$1.0 \times 10^{-10}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>70</td>
<td>1.7</td>
<td>$2 \times 10^{-07}$</td>
<td>$3.0 \times 10^{-11}$</td>
<td>3.1</td>
<td>$3.0 \times 10^{-07}$</td>
<td>$1.0 \times 10^{-10}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>2.2</td>
<td>$1 \times 10^{-07}$</td>
<td>$2.0 \times 10^{-11}$</td>
<td>3.2</td>
<td>$2.5 \times 10^{-07}$</td>
<td>$1.0 \times 10^{-10}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.1</td>
</tr>
</tbody>
</table>

|                      |     |            |                          |                               |                                  |                                   |                 |

$^a$ Wyrowski et al. (2016)  
$^b$ van der Tak et al. (2013)  
$^c$ Rolfs et al. (2011)  
$^d$ Size of the region where the temperature is higher than Tj.  
$^e$ Assuming H$_2^{18}$O/H$_2^{16}$O = 500.  
$^f$ Fit not good enough to determine the HDO abundances (extremely optically thick in high-excitation lines).
In this section, we calculate the HDO/H$_2$O in the inner and outer regions of the core by comparing the estimated H$_2^{18}$O abundance with our derived HDO abundance. The high-excitation transition (H$_2^{18}$O $4_{14}$–$3_{21}$) is suitable to probe the hot core and constrain the H$_2^{18}$O abundance in the warm inner region. On the other hand, the absorption in the fundamental line (H$_2^{18}$O $1_{11}$–$0_{00}$) allows us to measure the H$_2^{18}$O abundance in the cold outer envelope.

### 5.5.1.1 The HDO/H$_2$O in the inner/warmer region of the cores

Figure 5.10 shows comparisons of the observed HDO $2_{11}$–$2_{12}$ spectra at 241 GHz (black lines) with the observed H$_2^{18}$O $4_{14}$–$3_{21}$ spectra at 390 GHz (red lines). It is obvious that the detected H$_2^{18}$O emis-
Table 5.9. Properties of the analyzed H$_{18}$O (4$_1,1$–3$_2,1$) line at 390 GHz and the derived D/H ratios of water in the inner/hot region of the cores.

<table>
<thead>
<tr>
<th>Source</th>
<th>dv$^a$ (km/s)</th>
<th>$T_{\text{peak}}^b$ (K)</th>
<th>$V_{\text{LSR}}^c$ (km/s)</th>
<th>$\Delta v^{de}$ (km/s)</th>
<th>$\int T_{\text{mb}} dv^e$ (K km/s)</th>
<th>H$_{18}$O column density$^b$ (cm$^{-2}$)</th>
<th>(HDO/H2O)$_{in}^f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>W51e</td>
<td>0.94</td>
<td>1.32</td>
<td>56.0</td>
<td>8.0</td>
<td>11.3</td>
<td>$6.8 \times 10^{15}$</td>
<td>$4.8 \times 10^{-04}$</td>
</tr>
<tr>
<td>IRAS 16065-5158</td>
<td>0.94</td>
<td>1.04</td>
<td>-61.5</td>
<td>7.9</td>
<td>8.8</td>
<td>$1.1 \times 10^{16}$</td>
<td>$4.5 \times 10^{-04}$</td>
</tr>
<tr>
<td>G351.58-0.35</td>
<td>0.94</td>
<td>0.68</td>
<td>-95.5</td>
<td>7.0</td>
<td>5.1</td>
<td>$1.8 \times 10^{15}$</td>
<td>$8.0 \times 10^{-04}$</td>
</tr>
<tr>
<td>G327.3-0.6</td>
<td>0.94</td>
<td>0.93</td>
<td>-45.0</td>
<td>6.4</td>
<td>6.3</td>
<td>$6.1 \times 10^{16}$</td>
<td>$5.9 \times 10^{-03}$</td>
</tr>
<tr>
<td>G10.47+0.03</td>
<td>0.94</td>
<td>0.90</td>
<td>66.0</td>
<td>10.2</td>
<td>9.8</td>
<td>$2.7 \times 10^{17}$</td>
<td>$2.6 \times 10^{-03}$</td>
</tr>
</tbody>
</table>

$^a$ Resolution  
$^b$ Ortho-H$_{18}$O column density  
$^c$ $T_{\text{mb}}$ scale  
$^d$ Measured line widths  
$^e$ Value is derived from gaussian fit using the software CLASS.  
$^f$ Assumption: $^{18}$O/$^{16}$O=500 and an ortho to para ratio of 3/1

Figure 5.11 The molecular spectrum at 390 GHz in G327.3-0.6. The modeled C$_2$H$_5$CN and H$_{18}$O are shown in green and blue, respectively. The composed spectrum is shown in red.
sion spectra are wider than the HDO lines, in particular when we remove the influence of the blending \( \text{CH}_3\text{OCHO} \) line. The additional red-shifted emission might correspond to blending \( \text{C}_2\text{H}_5\text{CN} \) lines. Because many \( \text{C}_2\text{H}_5\text{CN} \) lines are detected in the \( \text{H}_2^{18}\text{O} \) spectra, we can decompose the emission line by modeling the \( \text{C}_2\text{H}_5\text{CN} \) and \( \text{H}_2^{18}\text{O} \) transition lines. Figure 5.11 shows as example the analysis of \( \text{H}_2^{18}\text{O} \) in G327.3-0.6. We reproduced the \( \text{C}_2\text{H}_5\text{CN} \) lines (green) and the \( \text{H}_2^{18}\text{O} \) line (blue) to match the composed spectrum (red) to the observed spectrum (black). Table 5.9 lists the properties of the modeled \( \text{H}_2^{18}\text{O} \) 4_{14}-3_{21} lines. The obtained physical parameters (system velocity and line width) of the \( \text{H}_2^{18}\text{O} \) lines are similar to those of the HDO line at 241 GHz (Table 5.3), suggesting that they mainly come from the same gas. We therefore can calculate the HDO/\( \text{H}_2\text{O} \) values in the inner/warmer region of the cores by estimating the \( \text{H}_2^{18}\text{O} \) abundance with this \( \text{H}_2^{18}\text{O} \) transition. There are two methods to derive \( \text{H}_2^{18}\text{O} \)’s fractional abundance.

First, assuming that the \( \text{H}_2^{18}\text{O} \) line at 390 GHz is optically thin and in LTE, the \( \text{H}_2^{18}\text{O} \) column density \( N_{\text{tot}} \) can be derived from the following equation,

\[
\frac{N_{\text{tot}}}{N_u} = \frac{Q_{\text{rot}}}{g_u} \exp \left( \frac{E_u}{kT_{\text{ex}}} \right),
\]

where \( Q_{\text{rot}} \) is the rotational partition function, \( E_u \) is the upper level energy of the transition, \( T_{\text{ex}} \) is the excitation temperature and \( N_u \) is the molecular density in the upper energy level \( u \), which has been corrected for the beam filling factor, \( f \).

Here, we used \( T_{\text{rot}} \) listed in Table 5.4 for \( T_{\text{ex}} \) and the inverse of the beam filling factor was calculated by

\[
\frac{1}{f} = \left( \frac{B}{S} \right) + 1,
\]

where \( B \) is the beam size and \( S \) is the source size listed in Table 5.4. Thus, with the HDO column density listed in Table 5.4 and the two assumptions that \( ^{18}\text{O}/^{16}\text{O}=500 \), and that the ortho-to-para ratio is 3:1, the D/H ratios of hot water in different sources are obtained (Table 5.9).

Second, we modeled the \( \text{H}_2^{18}\text{O} \) lines at 390 GHz with similar procedures as in section 5.4 and the resulting fractional abundances of ortho-\( \text{H}_2^{18}\text{O} \) are listed in Tables 5.7 and 5.8. The resulting HDO/\( \text{H}_2\text{O} \) ratios for each source are again estimated with the assumptions that the standard ortho/para ratio is 3 and the \( ^{18}\text{O}/^{16}\text{O} \) ratio is 500. Similar to the analyses of the HDO transition lines, the \( \text{H}_2^{18}\text{O} \) fractional abundances are obtained using a range of different \( T_j \). As a result, the variation of the final HDO/\( \text{H}_2\text{O} \) ratio is smaller than a factor of 4 (Table 5.7 and 5.8). Therefore, the parameter \( T_j \) is of minor importance for the calculation of the D/H ratio. This characteristic has been pointed out already in Coutens et al. (2014).

Although the derived water deuterium fractionation in the inner/warmer region of the cores with the two methods are different, the variances of the D/H ratios of water are less than a factor of 6 (Table 5.11). This difference may be caused by the uncertainties in the source sizes or the improper assumption that the \( \text{H}_2^{18}\text{O} \) line at 390 GHz is optically thin. It is found that the \( \text{H}_2^{18}\text{O} \) line at 390 GHz is sometimes even optically thick in some sources with certain sublimation temperatures during the RATRAN modeling (see Table 5.8).

The D/H ratio of water has been studied towards W51e and G10.47+0.03 in the past. Reported values are \( 3 \times 10^{-4} \) and \( 6.3 \times 10^{-5} \) with an uncertainty of a factor of 4 in W51e and \( 2.6 \times 10^{-4} \) with an uncertainty of a factor of 4 in G10.47 (Jacq et al. 1990; Gensheimer et al. 1996). The calculated values in this work are consistent with these previous estimation ((0.5–1.2)\( \times 10^{-3} \) in W51e and (0.6–2.6)\( \times 10^{-3} \) in G10.47+0.03, Table 5.9, 5.8 and 5.7).
5.5. DISCUSSION

Figure 5.12 Comparison of the observed HDO spectra at 893 GHz (black) with the observed H$_{18}$O $1_{11}$–$0_{00}$ spectra at 1101 GHz (red) and H$_2$O $1_{11}$–$0_{00}$ spectra at 1113 GHz (grey). The H$_{18}$O and H$_2$O data are taken from Wyrowski et al. (2010), van der Tak et al. (2013) and Herschel Archive data.

5.5.1.2 The HDO/H$_2$O ratio in the outer/colder region of the cores

Figure 5.12 displays the spectra of the $1_{11}$–$0_{00}$ ground-state transitions of HDO and H$_{18}$O. Except for the HDO absorption line at 69.4 km/s (Figure 5.12a) which is suggested to be associated with a dense clump in a filament interacting with W51e2 (Mookerjea et al. 2014), the HDO and H$_{18}$O have very similar line profiles. In addition, the blue-shifted wing-like absorption is detected in the HDO and H$_{18}$O spectra towards G351.58-0.35, G327.3-0.6 and G10.47+0.03. This similarity between the two spectra implies that the molecular lines may come from the same gas. Therefore, we are able to calculate the D/H ratios of water in the outer/colder region of the cores with the H$_{18}$O abundance which is estimated here. The H$_{18}$O abundance in the outer/colder region is obtained also with the two methods described below.

With the two assumptions that only the ground state of the molecule is populated and that the excitation temperature of the line is negligible with respect to the temperature of the background continuum source, the total column density of the absorbing HDO and H$_{18}$O can then be computed from (Comito et al. 2003; Tarchi et al. 2004):

$$N_{\text{tot}} = \frac{8\pi\nu^3}{A_{ul} c^3} g_l \tau \Delta \nu,$$

where $\Delta \nu$ is the line width, $A_{ul}$ is the Einstein A Coefficient, and $g_l$ and $g_u$ are the statistical weights of the lower and upper level. The optical depth of the absorbed line can be determined by

$$\tau = -\ln(1 - \frac{T_L}{T_C}),$$

where $T_L$ is the brightness temperature of the line and $T_C$ is the brightness temperature of the continuum. The H$_{18}$O line parameters from the Gaussian fit and the calculated total column densities of the
Table 5.10. $^{18}$O line parameters, the column densities of HDO and $^{18}$O and the derived D/H ratios in the outer/cold region of the cores. The parameter errors are obtained from the Gaussian fit.

<table>
<thead>
<tr>
<th>Source</th>
<th>$T_{\text{b}}^{\text{peak}}$</th>
<th>$T_{\text{cont}}^{\text{scale}}$</th>
<th>$\Delta v$</th>
<th>$V_{\text{LSR}}^b$</th>
<th>$N(H_{18}^2O)$</th>
<th>$T_{\text{cont}}^{\text{scale}}$</th>
<th>$N$(HDO)</th>
<th>HDO/H$_2$O*</th>
<th>$T_{\text{cont}}^{\text{scale}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>W51e</td>
<td>$-1.40 \pm 0.14$</td>
<td>7.9</td>
<td>6.2±0.4</td>
<td>58.3±0.2</td>
<td>$2.83 \times 10^{12}$</td>
<td>11.3</td>
<td>$1.10 \times 10^{12}$</td>
<td>$1.94 \times 10^{-4}$</td>
<td>2.5</td>
</tr>
<tr>
<td>G351.58-0.35</td>
<td>$-0.61 \pm 0.06$</td>
<td>4.8</td>
<td>10.2±1.1</td>
<td>-99.4±1.1</td>
<td>$3.22 \times 10^{12}$</td>
<td>11.3</td>
<td>$4.43 \times 10^{12}$</td>
<td>$6.88 \times 10^{-4}$</td>
<td>2.2</td>
</tr>
<tr>
<td>G327.3-0.6</td>
<td>$-1.97 \pm 0.06$</td>
<td>4.8</td>
<td>3.6±1.1</td>
<td>-94.2±1.1</td>
<td>$4.47 \times 10^{12}$</td>
<td>11.3</td>
<td>$1.19 \times 10^{13}$</td>
<td>$1.33 \times 10^{-3}$</td>
<td>2.2</td>
</tr>
<tr>
<td>G327.3-0.6</td>
<td>$-0.28 \pm 0.05$</td>
<td>4.2</td>
<td>19.3±0.6</td>
<td>-54.7±0.3</td>
<td>$3.20 \times 10^{12}$</td>
<td>12.5</td>
<td>$4.22 \times 10^{12}$</td>
<td>$6.58 \times 10^{-4}$</td>
<td>2.8</td>
</tr>
<tr>
<td>G10.47-0.03</td>
<td>$-0.47 \pm 0.05$</td>
<td>4.2</td>
<td>4.1±0.2</td>
<td>-44.6±0.1</td>
<td>$1.15 \times 10^{12}$</td>
<td>12.5</td>
<td>$2.57 \times 10^{12}$</td>
<td>$1.11 \times 10^{-3}$</td>
<td>2.8</td>
</tr>
<tr>
<td>G10.47-0.03</td>
<td>$-0.36 \pm 0.03$</td>
<td>4.2</td>
<td>18.8±1.3</td>
<td>52.9±0.6</td>
<td>$4.02 \times 10^{12}$</td>
<td>11.9</td>
<td>$2.64 \times 10^{12}$</td>
<td>$3.28 \times 10^{-4}$</td>
<td>2.7</td>
</tr>
<tr>
<td>G10.47-0.03</td>
<td>$-0.63 \pm 0.03$</td>
<td>4.2</td>
<td>3.3±0.3</td>
<td>68.8±0.1</td>
<td>$1.30 \times 10^{12}$</td>
<td>11.9</td>
<td>$1.13 \times 10^{12}$</td>
<td>$4.37 \times 10^{-4}$</td>
<td>2.7</td>
</tr>
</tbody>
</table>

- $H_{18}^2O$ line parameters
- $T_{\text{b}}$, scale
- $T_{\text{cont}}$, continuum temperature
- Assumption: $^{18}O/^{16}O=500$ and an ortho to para ratio of 3/1
- Continuum level at 893 GHz observed with APEX
- The derived continuum flux at 1101 GHz of the core seen with APEX in the Herschel beam
- The updated total column $H_{18}^2O$ density with recalculated $T_{\text{cont}}$ at 1101 GHz
- The wide-blue-shifted absorption
- The narrow absorption at the system velocity
5.5. DISCUSSION

HDO/H$_2$O ratios are listed in Table 5.10. Under the assumption that the standard ortho/para ratio is 3 and the $^{18}$O/$^{16}$O ratio is 500, we also estimate the D/H ratios of water in the outer/colder region of the cores. However, because the emitting area of the continuum at 1101 GHz might be larger than the source size of the H$_{18}$O gas, the abundances of para-H$_{18}$O might be underestimated here. Thus, assuming that the dust emissivity spectral index $\beta$ is 2 (Draine & Lee 1984; Schnee et al. 2010), we derived the continuum flux at 1101 GHz of the cores seen with APEX in the Herschel beam and then recalculated the D/H ratios of water (last two column in Table 5.10). The obtained ratios are then lower-limits.

Another way to simply estimate the H$_{18}$O abundance in the outer region is analyzing the absorption of the H$_{18}$O ground-state transition lines at 1101 GHz with RATRAN. The modeling was performed with similar procedures as in section 5.4. The obtained para-H$_{18}$O fractional abundances and the calculated HDO/H$_2$O ratios in the outer region of the cores are listed in Tables 5.7 and 5.8. Because the modeling here only focused on the absorption parts of the H$_{18}$O lines which originate from outer region, the modification of the sublimation temperature does not have a significant influence on the results.

The variation of the values of the water deuterium fractionation in the outer/colder region of the cores, which are derived with the two different ways, are smaller than a factor of 5 (Table 5.11). This difference may be caused by uncertainties in the assumptions, for example, the environment may not being in LTE.

5.5.1.3 The HDO fractional abundance and water deuterium fractionation in high-mass star-forming regions

A comparison of the HDO fractional abundances between different sources is shown in Tables 5.4, 5.7, 5.8, and 5.10. The abundance of HDO jumps by more than three orders of magnitude in all high-mass star-forming regions. Similarly to this work, jump models have been widely used to analyze the HDO and H$_2$O spectra of other high- and low-mass sources (Liu et al. 2013; Coutens et al. 2014; Liu et al. 2011; Parise et al. 2005a; Coutens et al. 2012). Therefore, ices are obviously shown to evaporate from the grains in the inner parts of the envelopes in protostars of different masses.

We first searched for a correlation of the HDO abundances and D/H ratios of water obtained in this work with different source parameters, such as the bolometric luminosity $L_{bol}$, the envelope mass $M$, and the ratio $L_{bol}/M$. The $L_{bol}/M$ ratio is considered to be an indicator of the evolutionary state of a young stellar object both for low-mass (Saraceno et al. 1996; Bontemps et al. 1996) and high-mass (Molinari et al. 2008; Giannetti et al. 2013) star formation. Figure 5.13 shows the HDO abundances (Figure 5.13a – 5.13f) and HDO/H$_2$O ratios (Figure 5.13g – 5.13l) as a function of these parameters. We do not find correlations between most of them. The only exception is that the HDO abundances and HDO/H$_2$O ratios measured toward the blue-wing show very similar values in our source sample (Figure 5.13d – 5.13f and Figure 5.13j – 5.13l). This correlation could be simply fortuitous or it might suggest that the mechanism of the water formation in these blue-wings (outflows) could be the same for different sources. To verify this, more similar studies toward other high-mass sources are needed.

A comparison of HDO/H$_2$O ratios between different sources is shown in Table 5.11. Generally speaking, the estimated ratios determined in this work are around a few $10^{-4}$ to $10^{-3}$, except for the ratios in the outer core of W51e (the HDO absorption is detected under 3}$\sigma$. These values are similar to those measured in G34.26+0.15, AFGL 2591 and other high-mass sources, such as Ori-IRc2, G31.41+0.31, and G10.47+0.03A (Jacq et al. 1990; Gensheimer et al. 1996; van der Tak et al. 2006; Bergin et al. 2010; Coutens et al. 2014), and lower than those in low-mass protostars. These relatively low D/H ratios have
Figure 5.13 Comparison of the inner (left) and outer (right) HDO abundances (upper panels) and HDO/H$_2$O ratios (lower panels) estimated in the high-mass star-forming regions as a function of the ratio between the bolometric luminosity $L_{\text{bol}}$, the envelope mass $M$, and the ratio $L_{\text{bol}}/M$. Upper left: HDO abundances shown in upper and lower parts are the fractional abundance obtained from the results of the RATRAN modeling and from the rotation diagrams, respectively. Upper right: Similar to upper left panels and the lowest panels here are the HDO abundance in blue-wing obtained from the calculation in Section 6.5.1.2. Lower left: The ratios shown in upper and lower panels are calculated from the HDO and H$_{18}$O fractional abundance obtained from the results of the RATRAN modeling and from the rotation diagrams, respectively. Lower right: Similar to lower left panels and the lowest panels here are the results estimated from the HDO and H$_{18}$O fractional abundance in blue-wing obtained from the calculation in Section 5.5.1.2.
### Table 5.11. HDO fractional abundance in different high-mass star forming regions.

<table>
<thead>
<tr>
<th>Source</th>
<th>inner core</th>
<th>HDO/H$_2$O</th>
<th>outer core</th>
<th>blue-wing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Modeling$^e$</td>
<td>Calculation$^f$</td>
<td>Modeling$^g$</td>
<td>Calculation$^h$</td>
</tr>
<tr>
<td>W51e</td>
<td>(0.6 – 1.2) x 10$^{-3}$</td>
<td>4.8 x 10$^{-4}$</td>
<td>4.6 x 10$^{-5}$</td>
<td>...</td>
</tr>
<tr>
<td>IRAS 16065-5158</td>
<td>1.0 x 10$^{-4}$</td>
<td>4.5 x 10$^{-4}$</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>G351.58-0.35</td>
<td>(1.5 – 2.0) x 10$^{-4}$</td>
<td>8.0 x 10$^{-4}$</td>
<td>(0.6 – 1.4) x 10$^{-3}$</td>
<td>(0.3 – 1.3) x 10$^{-3}$</td>
</tr>
<tr>
<td>G327.3-0.6</td>
<td>(1.5 – 1.7) x 10$^{-3}$</td>
<td>5.9 x 10$^{-3}$</td>
<td>(5.9 – 6.0) x 10$^{-4}$</td>
<td>(0.7 – 1.1) x 10$^{-3}$</td>
</tr>
<tr>
<td>G10.47-0.03</td>
<td>(0.6 – 1.0) x 10$^{-3}$</td>
<td>2.6 x 10$^{-3}$</td>
<td>(1.1 – 3.5) x 10$^{-4}$</td>
<td>(2.7 – 4.4) x 10$^{-4}$</td>
</tr>
<tr>
<td>This study</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Previous studies</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G34.26+0.15</td>
<td>$3 \times 10^{-4a}$</td>
<td>(1.9 – 4.9) x 10$^{-4a}$</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td></td>
<td>$(3.5 – 7.5) \times 10^{-4b}$</td>
<td>(1.0 – 2.2) x 10$^{-3b}$</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>AFGL 2591</td>
<td>$5 \times 10^{-4c}$</td>
<td>(0.4 – 4.0) x 10$^{-3c}$</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>W33A</td>
<td>$7 \times 10^{-3d}$</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

$^a$Liu et al. (2013); $^b$Coutens et al. (2014); $^c$van der Tak et al. (2006); $^d$Bergin et al. (2010)

$^e$The HDO/H$_2$O ratios listed in Table 5.7 and Table 5.8.

$^f$The HDO/H$_2$O ratios listed in Table 5.9.

$^g$The HDO/H$_2$O ratios listed in Table 5.10.
been explained by the argument that the dense and cold pre-collapse phase is short in high-mass star-forming regions and that the destroyers of the H$_2^+$ isotopologues, CO and O freeze out on the grains (van der Tak et al. 2006; Liu et al. 2013; Taquet et al. 2014).

The HDO/H$_2$O ratios in the blue-wings, which might originate from the outflows, are estimated in the high-mass star forming regions for the first time. As we mentioned above, the values obtained in this work are similar to each other. These values are slightly lower than the D/H ratio in a molecular outflow shock of low-mass protostars, ((0.4–2)×10$^{-3}$ for L1157-B1 found by Codella et al. (2012) and (0.07–0.6)×10$^{-2}$ for NGC1333 IRAS 4A found by Coutens et al. (2013a)). Moreover, the D/H ratios of water in blue-wings are not far away from the ratios in the outer region of their original cores (within a factor of 2).

Comparing the HDO/H$_2$O ratios in the inner and outer region of the cores, it is found that the ratios in the inner regions are larger than the ratios in the outer region in the sources G327.3-0.6, G10.47+0.03, and W51e. On the contrary, the ratios are larger in the outer region of the cores in G351.58-0.35, G34.26+0.15, and AFGL 2591. This difference is probably due to the different evolutionary stages of the cores in different star-forming regions. In the inner region of the core, water and deuterated water are mainly destroyed by chemical reactions: H + H$_2$O/HDO → OH + ortho-H$_2$/para-H$_2$. However, the reverse reactions only efficiently form water and thus the HDO/H$_2$O ratio generally decreases as a function of time (Coutens et al. 2014). On the other hand, in the outer region of the core, the ion-molecules react with water and deuterated water. For example, HCO$^+$ + HDO → H$_2$DO$^+$ + CO. The product H$_2$DO$^+$ will dissociatively recombine with an electron to form HDO again. Water is also reformed through similar processes but not as efficient as deuterated water (Taquet et al. 2014; Coutens et al. 2014). In addition, in cold regions, the D atoms are enriched in the ice with time due to photodesorption which causes the HDO/H$_2$O ratio to increase both in ice and gas when the molecules are photodesorbed (Arasa et al. 2015).

The D/H ratio of water can also reflect the different initial conditions, such as density and temperature, during ice formation (Caselli & Ceccarelli 2012; Coutens et al. 2014). To confirm and clarify these arguments and understand which mechanism play a leading role in different environments, detailed analysis of the astrochemical models for a variety of sources is required.

5.6 Conclusion

Deuterated water was detected in five luminous high-mass sources with ground-based telescopes (APEX and SMA). The HDO ground-state transition, which was observed toward G351.58-0.35, G327.3-0.6, and G10.47+0.03, show blue-wing absorption, which may trace the outflows in these star forming regions. In addition to a rotation diagram, we also used the 1D radiative transfer code RATRAN to analyze the spectra to obtain HDO fractional abundances throughout the envelopes from the inner/warmer regions to the outer/colder regions. To better reproduce the line profiles, it is found that modifications to the sublimation temperature of deuterated water are necessary, implying that the hot cores are larger or smaller than expected by physical source models, which were constrained by single dish observations with large angular resolution ($\sim 7.5''$ and $\sim 18.6''$) and thus are relatively uncertain in the inner parts of the source envelope ($\lesssim 2.0''$).

The HDO/H$_2$O ratios are estimated by comparing our results with the analyses of the two H$_2^{18}$O transition lines, $4_{14-3_{21}}$ and $1_{11-0_{00}}$. The HDO/H$_2$O ratios in all sources ($\sim 10^{-3}$– $\sim 10^{-4}$) are similar to those
in other high-mass sources and are obviously lower than in low-mass star-forming regions, supporting the previous argument made for G34.26+0.15 that the dense and cold pre-collapse phases are short. It is found that the D/H ratios in the inner regions are larger than the ratios in the outer regions in the sources G327.3-0.6, G10.47-0.03, and W51e. By contrast, the ratios are larger in the outer region of the cores in G351.58-0.35, G34.26+0.15 and AFGL 2591 (van der Tak et al. 2006; Coutens et al. 2014). This difference probably can be explained by the different evolutionary stages of the cores or the different initial conditions in different star-forming regions. More detailed analyses of the astrochemical models for each source are required to clarify these arguments.
Discussion and summary

In the previous chapters, we have shown and discussed the results of our studies toward low- and high-mass star-forming regions. Here, we present an overall discussion of the results and final summaries.

6.1 Discussion

6.1.1 The distribution of HDO in star-forming regions

The distribution of water deuterium fractionation ratios in low- and high-mass star-forming regions studied in this thesis is summarized in Table 6.1. The HDO/H$_2$O fractional abundance varies by at least two orders of magnitude between the inner and the outer regions of envelopes, except for AFGL2591 and W33A, where the outer abundance was only constrained with the HDO 1$_{0,1}$–0$_{0,0}$ line (464 GHz) (van der Tak et al. 2006). This line is not very suitable to study the HDO abundance in the outer region alone because the HDO emission in the inner/warmer region also contributes significantly to the spectra (Liu et al. 2013; Coutens et al. 2014). Therefore, the differences show that jump models are necessary for all star-forming regions. This implies that ices evaporate from the grains in the inner part of the envelope in different-masses star-forming regions (Parise et al. 2005a; Liu et al. 2011; Coutens et al. 2012; Liu et al. 2013; Coutens et al. 2014).

Previous studies show that the HDO fractional abundance in inner and outer regions do not correlate with the evolutionary state of star formation (see Section 5.5.1.3 and Section 4.2 in Coutens et al. (2013a)), but the fractional abundance may be related to the physical environment (e.g. temperature and density), determined by the initial conditions of ambient molecular clouds (Coutens et al. 2013a). This interpretation is based only on the comparison of the samples in the NGC 1333 complex, so more studies toward different star-forming complexes are needed to confirm it.
<table>
<thead>
<tr>
<th>Source</th>
<th>$X^{\text{HDO}}_{\text{best fit}}$</th>
<th>Inner</th>
<th>Outer</th>
<th>Inner $X^{\text{HDO}}_{\text{H}_2\text{O}}$</th>
<th>outer $X^{\text{HDO}}_{\text{H}_2\text{O}}$</th>
<th>innermost</th>
<th>outflow</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>High-mass hot cores</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G34.26+0.15</td>
<td>$6.0 \times 10^{-8a}$</td>
<td>$5.0 \times 10^{-12a}$</td>
<td>$3 \times 10^{-4a}$</td>
<td>$(1.9 - 4.9) \times 10^{-4a}$</td>
<td>...</td>
<td>...</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$2.0 \times 10^{-7c}$</td>
<td>$8.0 \times 10^{-11c}$</td>
<td>$(3.5 - 7.5) \times 10^{-4c}$</td>
<td>$(1.0 - 2.2) \times 10^{-3c}$</td>
<td>...</td>
<td>...</td>
<td></td>
</tr>
<tr>
<td>W51e</td>
<td>$1.0 \times 10^{-7a}$</td>
<td>$1.0 \times 10^{-14d}$</td>
<td>$(0.6 - 1.2) \times 10^{-3a}$</td>
<td>...</td>
<td>...</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IRAS 16065-5158</td>
<td>$2.0 \times 10^{-8a}$</td>
<td>$1.0 \times 10^{-12d}$</td>
<td>$1 \times 10^{-4a}$</td>
<td>...</td>
<td>...</td>
<td></td>
<td></td>
</tr>
<tr>
<td>G351.58-0.35</td>
<td>$2.0 \times 10^{-8a}$</td>
<td>$5.0 \times 10^{-11a}$</td>
<td>$(1.5 - 2.0) \times 10^{-4a}$</td>
<td>$(0.6 - 1.4) \times 10^{-3a}$</td>
<td>...</td>
<td>$3.0 \times 10^{-4}$</td>
<td></td>
</tr>
<tr>
<td>G327.3-0.6</td>
<td>$8.0 \times 10^{-7a}$</td>
<td>$7.0 \times 11^{-11a}$</td>
<td>$(1.5 - 1.7) \times 10^{-3a}$</td>
<td>$(5.9 - 6.0) \times 10^{-4a}$</td>
<td>...</td>
<td>$4.3 \times 10^{-4}$</td>
<td></td>
</tr>
<tr>
<td>G10.47-0.03</td>
<td>$9.0 \times 10^{-8a}$</td>
<td>$2.0 \times 10^{-11a}$</td>
<td>$(0.6 - 1.0) \times 10^{-3a}$</td>
<td>$(1.1 - 3.5) \times 10^{-4a}$</td>
<td>...</td>
<td>$2.0 \times 10^{-4}$</td>
<td></td>
</tr>
<tr>
<td>AFGL 2591</td>
<td>$1.0 \times 10^{-7e}$</td>
<td>$4.0 \times 10^{-9e}$</td>
<td>$5 \times 10^{-4e}$</td>
<td>$(0.4 - 4.0) \times 10^{-3e}$</td>
<td>...</td>
<td>...</td>
<td></td>
</tr>
<tr>
<td>W33A</td>
<td>$2.0 \times 10^{-7e}$</td>
<td>$1.0 \times 10^{-9e}$</td>
<td>$7 \times 10^{-3f}$</td>
<td>...</td>
<td>...</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NGC 6334I</td>
<td>...</td>
<td>...</td>
<td>$2.6 \times 10^{-4m}$</td>
<td>...</td>
<td>$2.1 \times 10^{-4m}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Low-mass protostars</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NGC 1333 IRAS2A</td>
<td>$8.0 \times 10^{-8f}$</td>
<td>$7.0 \times 10^{-10f}$</td>
<td>$\geq 1 \times 10^{-2a}$</td>
<td>$7_{+11} \times 10^{-2a}$</td>
<td>$7.4 \times 10^{-4j}$</td>
<td>...</td>
<td></td>
</tr>
<tr>
<td></td>
<td>...</td>
<td>...</td>
<td>$1 \times 10^{-3n}$</td>
<td>...</td>
<td>...</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NGC 1333 IRAS4A</td>
<td>$7.5 \times 10^{-9g}$</td>
<td>$1.2 \times 10^{-11g}$</td>
<td>$(0.4 - 3) \times 10^{-3g}$</td>
<td>...</td>
<td>$1.9 \times 10^{-3j}$</td>
<td>$(0.7 - 90) \times 10^{-3g}$</td>
<td></td>
</tr>
<tr>
<td>NGC 1333 IRAS4B</td>
<td>$1.0 \times 10^{-8g}$</td>
<td>$1.2 \times 10^{-10g}$</td>
<td>$(0.1 - 3.7) \times 10^{-3g}$</td>
<td>...</td>
<td>$5.9 \times 10^{-4j}$</td>
<td>...</td>
<td></td>
</tr>
<tr>
<td>IRAS 16293-2422</td>
<td>$1.0 \times 10^{-7a}$</td>
<td>$1.5 \times 10^{-10a}$</td>
<td>$3 \times 10^{-2k}$</td>
<td>$\leq 2 \times 10^{-3}(3\sigma)$</td>
<td>$9.2 \times 10^{-4k}$</td>
<td>...</td>
<td></td>
</tr>
<tr>
<td>L1448-mm</td>
<td>$1.8 \times 10^{-7i}$</td>
<td>$8.0 \times 10^{-11i}$</td>
<td>$3.4 \times 10^{-2i}$</td>
<td>$5 \times 10^{-3i}$</td>
<td>...</td>
<td>...</td>
<td></td>
</tr>
</tbody>
</table>

aThis thesis.
bLiu et al. (2013); cCoutens et al. (2014);
dThe value is not reliable because the absorption is under 3σ detection.
evan der Tak et al. (2006); fLiu et al. (2011); gcCoutens et al. (2013a); hdCoutens et al. (2012)
e(\leq 300 AU), Persson et al. (2014); ig(\leq 50 AU), Persson et al. (2013);
jBergin et al. (2010); kEmprechtinger et al. (2013); lVisser et al. (2013)
Figure 6.1 Values of the D to H ratio of water, for different objects. Data plotted with bold lines and with the superscript "a" are the studies done in this thesis. For other superscripts, see Table 6.1.
6.1.2 Water deuterium fractionation in star-forming regions

We summarize the D/H ratios of water from our jump model studies in Table 6.1. In order to easily compare the values, the D/H ratios are plotted in Figure 6.1. The HDO/H$_2$O ratios are consistently around a few $10^{-4}$ to a few $10^{-3}$ in the high-mass star forming regions and similar ratios generally appeared in the innermost regions of low-mass star-forming cores (Persson et al. 2013, 2014), in the solid water from low-mass star-forming regions (Teixeira et al. 1999), and are predicted by chemical models in water ice (Yang et al. 2013; Ceccarelli et al. 2014; Furuya et al. 2016). Previous studies toward the innermost regions in the four low-mass star-forming regions suggest that because the infall timescales are too short for significant gas-phase chemical reactions of water, the relatively low ratios ($\sim 10^{-4}$ to $\sim 10^{-3}$) might be independent of the initial conditions of the birth environment and could directly result from the ratios in the original water ice (Persson et al. 2014). The timescales for the early, deeply-embedded stages in the high-mass star-forming regions are also very short and therefore the obtained D/H ratios may also reflect the ratios in the water ice. If the above arguments are correct, the chemical evolution of water proceeds similarly in different mass star-forming regions and the slight differences of the HDO/H$_2$O ratios between different sources might arise from the variation of initial conditions (e.g. ortho-to-para nuclear spin ratio of H$_2$, density, and temperature, Coutens et al. 2013a,b; Furuya et al. 2015; Lee & Bergin 2015).

Moreover, it is found that the D/H ratios of water in outflows are very similar to each other in high-mass star-forming regions ($2 \times 10^{-4}$) and these values are not far away from the ratios in the source’s original envelopes (within a factor of 2). This consistency is also found in the low-mass star-forming region NGC 1333 IRAS4A and it was suggested that the gaseous water is released by thermal desorption in the warm corino and by sputtering in the outflow and that HDO is therefore widespread in the early evolution of the core (Coutens et al. 2013a). The results of our studies toward several high-mass star-forming regions may also support this implication. To confirm this argument, higher angular resolution observations are needed to investigate the D/H ratios of water in the very centers of the high-mass hot cores.

Current gas-grain astrochemical models tend to over-predict the HDO/H$_2$O ratio in the inner hot regions and underpredict the D$_2$O/HDO ratio in the inner hot regions. Two possibilities were proposed: one is that there is a lack in our understanding of deuterium chemistry on icy grain surfaces and another is that after the sublimation of water ice, water formation at high temperature (T > 200–300 K) plays a role in the inner regions (Coutens et al. 2014). The consistency of our results is more in favor of the first possibility. Actually, a new study presents a chemical model, which assumes that the H$_2$O, HDO, and D$_2$O are formed via grain surface reactions at different time, that successfully predicts the HDO/H$_2$O and D$_2$O/HDO ratios measured in a low-mass star-forming region (Furuya et al. 2016). In order to clarify if this scenario is correct, investigations of the D$_2$O/HDO ratios toward star-forming regions with different masses are necessary.

6.2 General summary

In this thesis, I present our results of the studies of the HDO/H$_2$O ratios in one low-mass protostar and six luminous high-mass star-forming regions. Deuterated water was detected in these sources with ground-based telescopes (APEX and SMA). We modeled the HDO spectra with the 1D radiative transfer code
6.2. GENERAL SUMMARY

RATRAN to obtain HDO fractional abundances throughout the envelopes from the inner and warmer regions to the outer and colder regions. To reproduce the line profiles, modifications are required for specific physical source properties that have been previously established (e.g., velocity profile for G34.26+0.15 and sublimation temperature of HDO for other high-mass sources). This is because the original source models were constrained by single dish observations with low angular resolution and therefore the inner part of the source envelope was not resolved ($\lesssim 2.0''$).

Our studies show that the HDO abundance is enhanced in the inner regions because of the ice evaporation from the grains. This holds for sources with very different masses. Previous studies toward low-mass protostars and our studies toward the high-mass star-forming regions show that the values of the HDO fractional abundance in both regions do not correlate with the evolutionary states.

Together with the analysis of the $\text{H}_2\text{O}$ transition lines observed with the Herschel Space Observatory and APEX, the HDO/H$_2$O ratios are estimated. It is found that the ratios in the envelopes and the outflows in the high-mass star-forming regions and in the innermost regions in the low-mass star-forming cores are very similar. In addition, similar ratios are also found and predicted by chemical models for solid water. Because the timescales of the early evolution are short for the early stages of the sources of different masses, the observed ratios in gaseous water could directly reflect the original ratios in the water ice. This indicates that the chemical evolution of water is the same regardless of the masses of the regions.
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