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Abstract

With around 50 million people worldwide suffering from chronic epilepsy, it is one of the most common neurological disorders. However, despite extensive research in this area, the actual network mechanisms involved in the generation of seizures are still not fully understood. This lack of insight is especially important given that 30% of patients still cannot be treated sufficiently with the available antiepileptic drugs. Outstanding alterations in the epileptic brain are the loss of inhibitory interneuron subtypes and a reduction in GABAergic responses. They suggest that the pathological hyperexcitability characteristic of epilepsy is related to a reduction in GABAergic inhibition. However, the role of GABAergic inhibition is far from limited to reducing neuronal excitability: inhibitory interneurons control spike timing of pyramidal cells, synchronize large populations of neurons and play a role in network oscillations that occur during different states of the brain. These different tasks of interneurons suggest that changes in the spatial and temporal profile of surviving interneurons will also strongly influence network. In the first part of my PhD thesis I therefore investigated whether the spatiotemporal profile of feed-back inhibition is changed in chronically epileptic rats using the pilocarpine model of epilepsy. I focused on the CA1 area of the hippocampus because this brain region is strongly affected in temporal lobe epilepsy, a subform of epilepsy with a high incidence of pharmacoresistance. Using electrical activation of inhibitory feed-back microcircuits in acute hippocampal slices, I could show that the spatiotemporal profile of inhibition provided by the surviving interneurons is altered in experimental epilepsy. As a result, the usually strong initial feed-back inhibition onto CA1 pyramidal cells was reduced. These data suggest marked changes in the dynamics of feed-back inhibition in chronic epilepsy that may be relevant for the initiation of seizure activity in the CA1 ensemble.

In the second part of my thesis I investigated the effects of commonly used sodium channel blocking anticonvulsants on inhibitory microcircuits. GABAergic interneurons are able to fire at very high rates and should consequently be affected by these drugs. This however would cause a further reduction of GABAergic inhibition and thus increase excitability. My experiments revealed that, based on intrinsic and circuit properties, under these experimental conditions, both feed-forward and feed-back inhibition are not affected by these drugs, enabling them to fulfill their function. Furthermore, this study shows that the net effect of CNS drugs on the complex neuronal circuitry within the brain cannot be predicted by their action on individual cell types but also critically depends on the interplay of neuronal subtypes within this network.
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1 Introduction

1.1 Epilepsy

Epilepsy is a family of neurological disorders characterized by an increased propensity of the brain to generate recurrent epileptic seizures \cite{Fisher2005,Engel2006}. Epileptic seizures are caused by an abnormal excessive or synchronous neuronal activity in the brain \cite{Fisher2005,Engel2008}. The clinical manifestation of this pathological network activity depends on the brain area where it originates, as well as speed and pattern of its spread. Epileptic seizures can affect sensory, motor, and autonomic functions, they can alter behavior, change the emotional state and interfere with mnemonic and cognitive processes \cite{Fisher2005}. With around 50 million people worldwide suffering from chronic epilepsy, it is one of the most common neurological disorders \cite{WHO2012}. In addition to the seizures, epilepsy patients also suffer from a wide range of comorbidities like depression, psychosis or cognitive deficits \cite{Sillanpaa2004,Whatley2010,Kerr2012}. Furthermore, the unpredictability of seizures leads to an increased risk of injury as well as social complications, i.e. driving restrictions, limitations in the choice of occupations and social isolation \cite{Sillanpaa2004,Whatley2010}.

Upon stimulation even normal brain tissue may generate epileptic seizures. However, in chronic epilepsy the brain shows pathological alterations that increase the propensity to generate unprovoked spontaneous seizures. These pathological changes can be caused by brain lesions, structural disorders or metabolic abnormalities \cite{Engel2001b,Shneker2003}. Other epilepsy syndromes have a genetic origin and are caused by mutations in ion channels, neurotransmitter receptors or associated proteins \cite{Engel1996a,Johnson2001,Beck2008}. There are also forms of epilepsy in which the etiology is still unknown \cite{Engel2001b,Engel2008}.

Depending on location and spread of the abnormal brain activity, seizures can be categorized into partial and generalized seizures. During generalized seizures, abnormal activity is present in both hemispheres, whereas partial seizures are restricted to a limited area of the brain \cite{Engel2008}. Partial seizures can be further divided into simple and complex partial seizures, depending on whether consciousness is preserved or impaired \cite{Shneker2003,Engel2008}.

In epilepsy, the main therapeutic approach is to reach a seizure free state by appli-
cation of antiepileptic drugs (AEDs, see Section 1.4). However, these drugs mainly treat the symptoms (the seizures) but do not target the underlying cause (Shneker and Fountain, 2003; Kwan and Sander, 2004; Picot et al., 2008; Sisdosiy et al., 2008; Kwan et al., 2010; Pitkänen and Lukasiuk, 2011). In approximately 70% of the cases, seizures are successfully suppressed by the applied AEDs (Kwan and Brodie, 2000; Brodie et al., 2012). Unfortunately, in the remaining 30% of patients, seizures cannot be sufficiently controlled. Clinical studies suggest that after failure of two to three AEDs appropriate for the specific case of epilepsy, the success rate of trying additional AEDs is moderate (Aso and Watanabe, 2000; Kwan and Brodie, 2000; Mohanraj and Brodie, 2006). In refractory epilepsy, surgical removal of the epileptic focus can be an alternative strategy (Engel, 1996b). To categorize patients in everyday clinical work, the Task Force of the ILAE Commission on Therapeutic Strategies proposed the following definition: Patients that do not respond to two tolerated and appropriate AEDs are operationally defined as ‘pharmacoresistant’ (Kwan et al., 2010). This definition mainly aims to reduce delays before specialists are consulted and alternative strategies are considered (Engel, 2004).

1.1.1 Temporal lobe epilepsy

One subform of epilepsy with a high incidence of pharmacoresistance is mesial temporal lobe epilepsy (mTLE). In mTLE, seizures originate from the hippocampus and adjacent structures within the mesial temporal lobe (Engel, 2001a; Schmidt and Lösch, 2005; Sendrowski and Sobaniec, 2013). Patients diagnosed with mTLE mainly suffer from simple or complex partial seizure that rarely generalize (Engel, 1996a; Sendrowski and Sobaniec, 2013). Additionally, they often experience depression and memory deficits (Engel, 1996a; Elger et al., 2004). As many as 75% of these patients are refractory to AED treatment. However, for 60-80% of patients with medically refractory mTLE, seizure control can be achieved by surgical resection within the mesial temporal lobe (Engel, 1996b; Blümcke et al., 2002; Jeong et al., 2005).

mTLE is one of the most common and well defined symptomatic and localization-related epilepsies (Engel, 2001a). It represents approximately 60% of all partial epilepsies (Walker et al., 2007). Patients suffering from mTLE often show structural changes inside the brain. The most common of these neuropathological lesions in mTLE patients is hippocampal sclerosis (60-65% of surgical cases; Margerison and Corsellis, 1966; Blümcke et al., 2002; Blümcke et al., 2013). This sclerosis is mainly characterized by loss of pyramidal cells within CA1 and the subiculum, both subregions of the hippocampal formation (for an anatomical description of the hippocampus see Section 1.2). Additional features of hippocampal sclerosis are gliosis, i.e. a proliferation or hypertrophy of glial cells, loss of inhibitory interneurons, mossy fiber sprouting and dentate granule cell dispersion. The hippocampal sclerosis results in hippocampal atrophy that can be detected.
1.2 Anatomy of the hippocampus

The hippocampal formation is located within the medial temporal lobe of mammals (Squire et al., 2004) and is critical for the formation of declarative memory (Bunsey and Eichenbaum, 1996; Squire, 1992, 2004), as well as for spatial navigation (O'Keefe and Dostrovsky, 1971; O'Keefe, 1976; Moser et al., 2008). It consists of the dentate gyrus, the hippocampus proper, the subiculum, the presubiculum, the parasubiculum and the entorhinal cortex. The hippocampus proper can be further divided into three subregions: cornu ammonis 1 to 3 (CA1-CA3) (Amaral, 1993; Amaral and Lavenex, 2007). The most compelling feature of the hippocampal formation is the largely unidirectional flow of excitatory information from one region to the next. The phylogenetically younger neocortex on the other hand consists of strongly reciprocally connected subregions (Amaral and Lavenex, 2007). Information from the neocortex reaches the three-layered hippocampus via the six-layered entorhinal cortex. The first station inside the hippocampal formation is the dentate gyrus (DG, Fig. 1.1). Excitatory pyramidal cells in layer II of the entorhinal cortex (EC) tar-
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Figure 1.1: Scheme of the intrahippocampal circuitry. Information from the entorhinal cortex (EC) reaches the hippocampus via the perforant path. Granule cells (red) of the dentate gyrus (DG) target CA3 pyramidal neurons (blue) via the mossy fibers. From CA3 information is conveyed to CA1 (orange) via the Schaffer collaterals. Both CA1 and the subiculum (SUB) project to the entorhinal cortex. Pyramidal and granule cell layers are indicated in black. Adapted from Amaral and Witter (1989) and Amaral and Lavenex (2007).

get dentate granule cells via the perforant path [Steward and Scoville 1976; Witter et al., 1989; Witter 1993]. After processing, information is passed from the dentate gyrus to CA3 via axonal projections of dentate granule cells, the mossy fibers. CA3 pyramidal cells possess highly ramifying axons with additional axon collaterals that target CA3 pyramidal cells themselves. This innervation pattern leads to a strong recurrent excitation within CA3. Outside of CA3, the main target of CA3 pyramidal cells are CA1 pyramidal cells on both sides of the brain. Fibers that target the ipsilateral CA1 region are termed ‘Schaffer collaterals’, those that terminate on the contralateral hemisphere are named ‘commissural projection’. Within CA1, both Schaffer collaterals and commissural projections innervate pyramidal cell dendrites in stratum oriens and radiatum (Fig. 1.1 and 1.2). From CA1 information is then conveyed to both the subiculum and to layer V of the entorhinal cortex [Witter et al., 1989; Witter 1993].

In addition to this classical intrahippocampal loop, CA3, CA1 and the subiculum receive direct monosynaptic input from the entorhinal cortex via the temporo-ammonic pathway [Steward 1976; Witter et al., 1989, Fig. 1.1]. The entorhinal fibers terminate in stratum lacunosum moleculare of CA1 and CA3 and the molecular layer of the subiculum. Furthermore, information from the entorhinal cortex to CA1 is also conveyed via the temporo-alvear pathway [Stanfield and Cowan 1979; Witter et al., 1989]. In contrast to entorhinal input to the dentate gyrus and CA3, these fibers originate in layer III of the
entorhinal cortex (Amaral, 1993).

In summary, information from the neocortex reaches hippocampal subregions both directly and indirectly. Information is sent either through the direct pathway from the entorhinal cortex to CA1 and CA3, or through the indirect pathway by passing through the dentate gyrus and CA3 before arriving in CA1.

1.2.1 Anatomical organization of CA1 and its role in temporal lobe epilepsy

Similar to the dentate gyrus, CA3 and the subiculum, the CA1 region is a three layered structure. Pyramidal cell somata are located in the pyramidal cell layer (stratum pyramidale, SP, Fig. [1.2]). Their basal dendrites extend into stratum oriens (SO) and their strongly ramifying apical dendritic tree reaches into stratum radiatum (SR) and stratum lacunosum moleculare (SLM). The dendrites in strata oriens and radiatum are therefore mainly innervated by excitatory inputs from CA3, whereas the distal apical tuft in stratum lacunosum moleculare receives excitatory input from the entorhinal cortex (Fig. [1.2]). In addition to the excitatory inputs from CA3 and the entorhinal cortex, the CA1 region receives excitatory inputs from the nucleus reuniens of the thalamus and the basolateral nucleus of the amygdala. These projections terminate in SLM (Wouterlood et al., 1990), or SLM, SR and SO, respectively (Amaral and Lavenex, 2007; Pikkarainen et al., 1999; Kemppainen et al., 2002). The myelinated axons of CA1 pyramidal cells either originate at the soma or a basal dendrite (Thome et al., 2014), pass through stratum oriens and travel in a fiber bundle, the alveus, to innervate targets in the subiculum and the entorhinal cortex.

**Figure 1.2: Excitatory inputs to CA1 pyramidal cells.** Somata of CA1 pyramidal cells (black) are located in stratum pyramidale (SP), their dendrites extend into stratum oriens (SO), stratum radiatum (SR) and stratum lacunosum moleculare (SLM). Excitatory inputs from CA3 pyramidal cells (blue) terminate in SO and SR of CA1. The entorhinal cortex (EC) targets pyramidal cell dendrites within SO and SLM, whereas the amygdala (Amg) additionally innervates SR. The thalamus (Th) sends fibers only to SLM. Adapted from Amaral and Lavenex (2007), Pikkarainen et al. (1999) and Wouterlood et al. (1990).
In contrast to the CA3 region where recurrent interconnectivity is high, CA1 pyramidal cells have only few axon collaterals that remain in CA1. These local axon collaterals mainly terminate inside the alveus and stratum oriens, and rarely enter stratum radiatum (Knowles and Schwartzkroin, 1981; Amaral et al., 1991). Paired recordings in hippocampal slices suggest that the connectivity between pyramidal cells is low, with one pair out of 100 being synaptically connected (Deuchars and Thomson, 1996). By comparison, the probability of finding a synaptic connection between a presynaptic pyramidal cell and a postsynaptic interneuron ranges from 4.5 to 33.3%, depending on the interneuron subtype (Ali and Thomson, 1998; Ali et al., 1998). These physiological studies were later confirmed anatomically (Takacs et al., 2012): electron micrographs of in vivo labeled pyramidal cells have shown that 39.2% of their synapses target pyramidal cells, whereas interneurons receive 53.8% of the labeled synaptic boutons.

In TLE, CA1 plays an important role in restricting seizure spread from CA3 to the subiculum and further to the entorhinal cortex. In vitro models of TLE suggest that functional inhibitory microcircuits inside of CA1 play an important role in this restriction of seizure spread (Benini and Avoli, 2005; Orman et al., 2008). Additionally, there is evidence that alterations in the circuitry enable the entorhinal cortex to directly recruit CA1 into the epileptic network, via the temporo-ammonic pathway (Sari and Kerr, 2001; Barbarosie et al., 2000; Wozny et al., 2005; Ang et al., 2006).

### 1.2.2 CA1 inhibitory microcircuits

CA1 pyramidal cells are controlled by a large number of different inhibitory interneurons. Most of these interneurons have local projections and act via the neurotransmitter γ-amminobutyric acid (GABA), the main inhibitory neurotransmitter in the CNS. In the brain, three different GABA receptors, GABA$_A$,-C, are present. GABA$_A$ receptors are ligand gated ion-channels that are situated intra- as well as extrasynaptically on both excitatory and inhibitory cells. They are heteropentameric receptors which can be formed by 19 potential subunits. This diversity leads to a large heterogeneity in receptor expression (Olsen and Sieghart, 2008). The subunit composition influences both functional as well as pharmacological properties of the receptors.

Synaptic GABA$_A$ receptors mediate fast phasic GABAergic currents, whereas extrasynaptic receptors are responsible for slow, tonic inhibition (Brickley et al., 2001; Hamann et al., 2002; Brickley and Mody, 2012). These ligand gated ion-channels are permeable for both chloride and bicarbonate ions. Current flow through the receptor depends on both the electrical and chemical driving forces on these ions. At the GABA reversal potential, electrical and chemical driving forces are in an equilibrium and no net current flow takes place. As the permeability for chloride is five times higher than for bicarbonate (Bormann et al., 1987), the GABA reversal potential is dominated by the equilibrium potential for chloride.
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Opening of GABA_A receptors inhibits the postsynaptic cell via hyperpolarization and/or shunting. Usually, the GABA reversal potential is below the resting membrane potential, and activation of GABA_A receptors leads to a hyperpolarizing influx of chloride. This hyperpolarization drives the cell further away from action potential threshold and therefore reduces cell excitability. Shunting inhibition on the other hand is independent of the driving force and depends only on the opening of the receptor. This opening leads to an increase in membrane conductance and concomitantly to a shunt of excitatory inputs. It thereby reduces the depolarizing effects of excitatory inputs (Koch et al., 1983; Staley and Mody, 1992). Usually, opening of GABA_A receptors induces both shunting and hyperpolarizing inhibition. At the GABA reversal potential however, only shunting inhibition is effective and no hyperpolarizing potential will be induced. In contrast to hyperpolarizing inhibition, shunting inhibition is temporally restricted to the opening period of the receptor. Therefore, it is temporally more precise.

GABA_B receptors are G_i/o-protein coupled receptors, that are expressed pre- as well as postsynaptically. On the postsynaptic side they cause slow, long lasting hyperpolarizations by increasing the potassium conductance through opening of GIRK-type K^+-channels (Bettler et al. 2004). Presynaptically, they inhibit high-voltage activated Ca^{2+}-channels (P/Q- and N-type channels), thereby modulating transmitter release from both glutamatergic as well as GABAergic terminals.

Similar to GABA_A receptors, GABA_C receptors are ligand gated ion channels. Compared to GABA_A receptors, they exhibit a higher sensitivity for GABA, a lower conductance, a longer mean opening time and a lower rate of desensitization (Martínez-Delgado et al., 2010).

Compared to pyramidal cells, inhibitory interneurons form a much more diverse neuronal population, with approximately 21 different subtypes in the hippocampus having been described (Freund and Buzsaki, 1996). Interneuron subtypes differ in their axonal and dendritic morphology, their molecular expression profile and their physiological properties (Freund and Buzsaki, 1996; McBain and Fisahn, 2001; Maccafferri and Lacaille, 2003; Ascoli et al., 2008). This diversity enables interneuron subtypes to perform different functional roles inside the hippocampal network.

One feature commonly used to classify interneurons is the spatial distribution of their axons (McBain and Fisahn, 2001; Ascoli et al., 2008; DeFelipe et al., 2013). The axon morphology determines which compartment of a pyramidal cell is innervated by the interneuron. A first differentiation is made between perisomatic and dendritic targeting interneurons (Han et al., 1993; Buhl et al., 1994a). In the hippocampus, perisomatic interneurons are further divided into two main groups, the axo-axonic (or chandelier) cells and the basket cells (Somogyi et al., 1983; Buhl et al., 1994b; Freund and Buzsaki, 1996; Halasy et al., 1996). Axo-axonic interneurons innervate the axon initial segment,
whereas basket cells target the somata of pyramidal cells. Basket cells are further differentiated into fast spiking -parvalbumin (PV) positive- and regular spiking -cholecystokinin (CCK) positive- basket cells [Kosaka et al., 1987; Nunzi et al., 1985; Freund and Buzsáki, 1996; Pawelzik et al., 2002]. Axo-axonic cells also express PV and additionally have a similar firing pattern to PV positive basket cells. These two cell types can therefore only be differentiated by electron microscopy.

At the soma, all synaptic inputs are integrated and the decision of action potential generation is made [Stuart et al., 1997]. Therefore, perisomatic interneurons are ideally located to control action potential output of their target cells [Buzsáki and Chrobak, 1995; Miles et al., 1996]. Indeed, it has been shown that PV$^+$ interneurons control spike timing of principal cells [Pouille and Scanziani, 2001; Losonczy et al., 2010; Royer et al., 2012]. Additionally, perisomatic cells are involved in the synchronization of large numbers of pyramidal cells and play a role in network oscillations that occur during different states of the brain [Cobb et al., 1995; Tamás et al., 2000; Mann and Paulsen, 2007; Mann and Mody, 2008; Ellender et al., 2010; Chen et al., 2012 but see Freund and Katona, 2007]. This function is supported by the interconnectivity of basket cells, both via chemical and electrical synapses [Cobb et al., 1997; Tamás et al., 2000; Meyer et al., 2002].

The group of dendritic targeting interneurons is even more diverse compared to the
somatic targeting interneurons (Klausberger, 2009, Fig. 1.3). The subtypes of dendrite targeting interneurons mainly differ in regard of the dendritic compartment of pyramidal cells they innervate. Interestingly, the axonal projections of these neuron subtypes often match the layers of the different excitatory inputs (compare Fig. 1.2 and 1.3). Thereby, excitatory inputs from different sources can be modulated by different subtypes of local inhibitory interneurons. Bistratified cells and Schaffer collateral-associated cells target proximal dendrites in strata oriens and radiatum, thus modulating excitatory inputs from the Schaffer collaterals that terminate in these layers (Buhl et al., 1994a; Cossart et al., 1998). Oriens-lacunosum moleculare (OLM) interneurons, on the other hand, have their somata located in stratum oriens and innervate the distal apical tuft of pyramidal cells in stratum lacunosum moleculare, the region that receives excitatory inputs from the thalamus and the entorhinal cortex (McBain et al., 1994; Sik et al., 1995). OLM cells express both the neuropeptide somatostatin (SST) and low levels of PV (Maccaferri et al., 2000; Klausberger et al., 2003). The distal apical tuft is also covered by perforant path-associated and neurogliaform cells that have somata in stratum radiatum and stratum lacunosum moleculare (Hajos and Mody, 1997; Cossart et al., 1998; Vida et al., 1998). Other interneurons like trilaminar and apical dendrite innervating cells are not restricted to one compartment but innervate both the somatic and dendritic regions of pyramidal cells (Sik et al., 1995; Klausberger et al., 2005). Some interneuron classes also have axon collaterals leaving CA1 to target CA3/the dentate gyrus (back-projection interneurons) and/or the subiculum (Buhl et al., 1994a; Freund and Buzsaki, 1996; Somogyi and Klausberger, 2005; Klausberger and Somogyi, 2008). Additionally, long range GABAergic projection neurons target cells in subcortical and cortical areas outside the hippocampal formation (Jinno et al., 2007).

The different dendrite targeting interneurons are involved in processing and controlling excitatory inputs that impinge on these dendrites. Due to their dendrite targeting synapses, these interneurons can locally shunt excitatory inputs and influence the opening of voltage-gated ion channels (McBain and Fisahn, 2001). This enables them to control the generation of dendritic (d-) spikes and, consequently, of d-spike driven action potentials (Lovett-Barron et al., 2012). Thereby, they can also influence spiking behavior of pyramidal cells. Accordingly, in vivo experiments revealed that SST$^+$ interneurons are able to control bursting behavior of pyramidal cells during exploratory behavior (Losonczy et al., 2010; Royer et al., 2012; Stark et al., 2014). Furthermore, fear conditioning experiments have shown that the perturbation of SST$^+$ interneurons directly influences behavior (Lovett-Barron et al., 2014).

In addition to the innervation of different pyramidal cell compartments, interneurons also target other inhibitory cells and/or form autaptic connections with themselves (Cobb et al., 1997; Hajos and Mody, 1997). Some interneurons, like basket cells, innervate both principal cells and interneurons (Harris et al., 1985; Cobb et al., 1997; Pawelzik et al., 2003).
whereas other interneurons are specialized to target only interneurons (Acsády et al., 1996; Gulyás et al., 1996, 2003). The latter class is usually referred to as interneuron specific cells and can further be divided based on projection patterns and molecular profiles (Somogyi and Klausberger, 2005).

**Figure 1.4: Inhibitory microcircuits in CA1.** Interneurons in CA1 receive two major of excitatory inputs. (A) Feed-back inhibition: CA1 inhibitory interneurons (int, red) are innervated by recurrent axon collaterals of local CA1 pyramidal neurons (P, black). (B) Feed-forward inhibition: CA1 interneurons receive additional excitatory input from CA3 pyramidal neurons (P, blue) that also excite CA1 pyramidal neurons. EC: entorhinal cortex.

For inhibition to properly fulfill its function, not only the spatial but also the temporal pattern of inhibition is important. The temporal activity pattern of interneuron subtypes is modulated differently during the diverse oscillatory rhythms of the brain (Klausberger and Somogyi, 2008). Together with the differences in axonal projection patterns of interneuron subtypes, a complex spatio-temporal pattern of inhibition is generated.

The temporal pattern of activity of interneurons is shaped by the excitatory inputs which they receive (Fig. 1.4). Interneurons in CA1 are strongly innervated by the local excitatory axon collaterals of CA1 pyramidal cells. As the interneurons then project back to and inhibit CA1 pyramidal cells, an inhibitory feed-back circuit is created (Fig. 1.4A). Since feed-back interneurons are activated by their target cells, the resulting feed-back inhibition is proportional to the target (pyramidal) cell activity (Bartos et al., 2011; Mittmann et al., 2004). The second major excitatory input to CA1 interneurons are the Schaffer collaterals from CA3, that innervate both CA1 pyramidal cell and CA1 interneurons in stratum oriens and stratum radiatum. Because of this, excitatory inputs to CA1 pyramidal cells also directly activate interneurons, that inhibit the pyramidal cells with a small delay. This way of inhibitory microcircuit is called ‘feed-forward inhibition’ (Fig.
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1.4B. Unlike feedback inhibition, feed-forward inhibition is scaled to the strength of excitatory input to pyramidal cells. Thereby, it terminates the temporal window for excitation and increases the temporal precision of firing in their principal cell targets (Pouille and Scanziani, 2001; Bartos et al., 2011).

Further sources of input to CA1 interneurons are the subiculum and the septum. The subicular projection is both excitatory and inhibitory, whereas the septal projection is mainly inhibitory and plays an important role in the generation of the theta rhythm (Sun et al., 2014; Vandecasteele et al., 2014).

1.3 Interneurons and epilepsy

Epilepsy is a disorder of increased neuronal excitability and synchronization. Accordingly, both the inhibition of target cells and their ability to synchronize neuronal populations place interneurons into the focus of epilepsy research. GABAergic inhibition is generally thought to be anticonvulsant and a loss of interneurons could therefore contribute to an increased excitability of the brain. A pathological alteration of interneuron activity on the other hand could induce hypersynchronization and thus promote epileptiform activity.

The increase observed in excitability in epilepsy suggests a decreased inhibitory control over the neuronal network. A number of studies seem to support this hypothesis. For instance, substances blocking GABAergic inhibition like bicuculline or picrotoxin can synchronize populations of cells (Miles and Wong, 1983) and induce epileptic activity both in vitro (Brady and Swann, 1984; Swartzwelder et al., 1988) and in vivo (Meldrum and Horton, 1971; Meldrum, 1975). Similarly, substances strengthening the GABAergic response, for example GABA receptor agonists or drugs increasing the GABA concentration inside the synaptic cleft, are potent anticonvulsants (Treiman, 2001; Rogawski and Löscher, 2004). In addition, GABAergic interneurons appear to contribute to the control of seizure propagation (i.e. Trevelyan et al., 2006; 2007; Schevon et al., 2012) and to counteract the progressive synchronization of larger cell ensembles (Liotta et al., 2011). These studies emphasize the potential impact a failure of inhibition might have.

Indeed, a large number of studies from both animal models and epilepsy patients reveal multiple changes in the GABAergic system. These changes include alterations in receptor expression levels, changes in the chloride reversal potential and alterations in morphology as well as selective cell death. Studies from both animal models (Brooks-Kayal et al., 1998; Fritschy et al., 1999) and TLE patients (Loup et al., 2000) report cell type and region specific changes in receptor number and subunit expression. As a consequence, inhibitory postsynaptic responses and receptor pharmacology (e.g. response to benzodiazepines) are changed (Brooks-Kayal et al., 1998; Nusser et al., 1998; Gibbs et al., 1997). These alterations are region specific and dynamically modulated during epileptogenesis, with increases of GABAergic currents in dentate granule cells (Nusser et al., 1998) and
1.3. Interneurons and epilepsy

decreased responses in CA1 pyramidal cells (Gibbs et al., 1997; González et al., 2013). Additionally, impaired receptor functions due to epilepsy associated mutations have been reported (Baulac et al., 2001; Wallace et al., 2001).

The magnitude of the postsynaptic GABAergic current does not only depend on the receptor but also on the driving force for chloride. Both, studies on animal models and human tissue have shown that in a subset of cells the GABA reversal potential is shifted to a more depolarized potential (Cohen et al., 2002). This shift is caused by a reduced expression of the chloride transporter KCC2 which results in an intracellular accumulation of chloride (Huberfeld et al., 2007). The resulting alteration in driving force further reduces the strength of the inhibitory response and can even cause a depolarizing GABAergic potential.

The TLE associated changes described so far influence the postsynaptic response to GABA. However, the most prominent alteration in the GABAergic system is the specific loss of interneuron subtypes (Cossart et al., 2001, 2005). A highly vulnerable population of interneurons are the dendritically targeting, SST expressing interneurons in both CA1 (Cossart et al., 2001; Dinocourt et al., 2003) and the hilus (Buckmaster and Jongen-Rêlo, 1999; de Lanerolle et al., 1989). Structural as well as electrophysiological experiments further revealed that the decrease in SST positive cells is accompanied by a decrease in distal dendritic inhibition (Cossart et al., 2001). The number of axo-axonic cells decreases as well (Dinocourt et al., 2003), indicating that perisomatic inhibition is also partially disturbed. However, both parvalbumin expressing basket cells and dendritically projecting bistratified cells seem to be preserved in both experimental and human epilepsy (Cossart et al., 2001; Dinocourt et al., 2003; Maglóczky and Freund, 2005; Wittner et al., 2005). Note that these studies have to be interpreted carefully, as the loss of a marker protein might not be caused by loss of a cell type, but a decrease in expression of the same marker protein (Maglóczky and Freund, 2005).

In addition to cell loss, axonal projections of surviving interneurons are changed. In the pilocarpine model of epilepsy, surviving SST$^+$ cells in the hilus show an increased axon length, accompanied by an increase in granule cell innervation (Zhang et al., 2009). In CA1, sprouting axons of SST$^+$ OLM cells leave the SLM to target granule cells in the dentate gyrus (Peng et al., 2013). Conversely, innervation of pyramidal cells by CCK$^+$ basket cells is reduced (Wyeth et al., 2010). In addition, excitatory inputs to interneurons are changed as well, with increased excitatory inputs to hilar SST$^+$ cells in experimental epilepsy (Halabisky et al., 2010). These changes, however, remain controversial and do not necessarily overlap between animal models and human hippocampus (de Lanerolle et al., 1989; Maglóczky and Freund, 2005).

The studies mentioned so far show that inhibition is disturbed in epilepsy in a complex way. Cell loss and reduction of receptor expression suggest that decreased inhibition is at least partly responsible for hyperexcitability. Axonal sprouting of interneurons, increased
excitatory inputs to interneurons or increases in the number of GABA receptors are usually interpreted as compensatory mechanisms to regain control over the epileptic network. However, the role of inhibitory interneurons goes beyond the control of neuronal excitability and involves synchronization of large populations of pyramidal cells (Cobb et al., 1995). Changes in the spatio-temporal pattern of inhibition might further disturb the neuronal balance. Indeed, in some forms of epilepsy, pathologically increased inhibition has been suggested to support the generation of seizures (Mann and Mody, 2008). Proconvulsive effects of interneuron activity can be mediated by pathological increases in synchronization, depolarizing effects of GABA (Staley et al., 1995; Cohen et al., 2002; Ben-Ari and Holmes, 2005; Huberfeld et al., 2007) or by an increased rebound excitation (Chen et al., 2001; Mann and Mody, 2008). Furthermore, interneurons are under inhibitory control as well. Increased inhibition of interneurons can cause a disinhibition of pyramidal cells and thus increase the excitability of a neuronal network (Lee and Maguire, 2013). These studies clearly show that GABAergic interneurons and their changes in epilepsy cannot be classified as simply pro- or anticonvulsant. To gain a better understanding of the relation of inhibition and epilepsy, the spatio-temporal activity pattern of GABAergic interneurons within the brain needs to be investigated.

1.4 Antiepileptic drugs

One key goal for anticonvulsant drugs is to prevent seizures without disturbing normal ongoing brain activity. To reduce seizure susceptibility, AEDs may target the intrinsic excitability of cells, increase synaptic inhibition or decrease synaptic excitation. Usually, an AED acts on more than one target protein. Potential target molecules include voltage-gated ion channels, neurotransmitter receptors or molecules that modulate neurotransmitter concentrations in the synaptic cleft. Voltage-gated ion channels control cell excitability, dendritic integration as well as action potential firing and are therefore key players in the control of excitability.

1.4.1 Sodium channels as targets for antiepileptic drugs

A prominent target for AEDs are voltage-gated sodium channels (VGSCs). VGSCs control cell excitability and are responsible for action potential generation (Ragsdale and Avoli, 1998). They are therefore directly involved in the generation of sustained and synchronized firing of action potentials during seizure activity. VGSCs give rise to the fast inactivating, transient sodium current responsible for action potential generation as well as the non-inactivating, persistent sodium current. The transient sodium current ($I_{NaT}$) shows a fast submillisecond activation that is followed by fast channel inactivation (Catterall, 2000).

Channel activation is voltage dependent. At resting membrane potential most sodium channels are in a closed, resting state. Upon membrane depolarization, channels change
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their conformation into the open, conducting state. From this activated state, channels rapidly convert into the non-conducting, inactivated state within milliseconds (Catterall, 2000). The recovery from inactivation into the resting, activatable state requires repolarization of the membrane. The rapid cycling through these states is necessary to enable neurons to fire rapid trains of action potentials. During prolonged depolarizations and high frequency repetitive firing, a second process of slow inactivation takes place. In contrast to fast inactivation, onset and recovery of slow inactivation is in the order of seconds and contributes to the termination of action potential bursts and slow spike-frequency adaptation (Goldin, 2003; Ulbricht, 2005; Oliva et al., 2012).

Voltage-gated sodium channels consist of the main $\alpha$ subunit, a 260 kDa transmembrane protein that forms the ion conducting pore (Catterall, 2000). It is associated with two of four potential auxiliary subunits, $\beta_1$ to $\beta_4$, that are not required for expression of functional sodium channels, but modulate their expression pattern, the kinetics and voltage dependence of channel gating as well as their pharmacology (Catterall, 2000; Brackenbury and Isom, 2011; Uebachs et al., 2010). In mammals, there are nine different sodium channel isoforms, $\text{Na}_\text{v}1.1$ to $\text{Na}_\text{v}1.9$ (Goldin et al., 2000; Catterall et al., 2005). However, only four of these isoforms are expressed in the adult CNS ($\text{Na}_\text{v}1.1$ - 1.3 and $\text{Na}_\text{v}1.6$). Their expression differs in regard of development, cell type and cell compartment (Trimmer and Rhodes, 2004). The main sodium channel isoforms expressed in excitatory cells are $\text{Na}_\text{v}1.2$ and $\text{Na}_\text{v}1.6$, whereas $\text{Na}_\text{v}1.1$ seems to be mainly expressed in (parvalbumin expressing) GABAergic interneurons (Yu et al., 2006; Ogiwara et al., 2007).

The $\alpha$ subunit consists of four homologous domains (I-IV) that are composed of six transmembrane $\alpha$ helices, S1-S6. The pore loops between S5 and S6 serve as ion selective filter at the entrance of the channel. A short intracellular loop located between domain III and IV serves as inactivation gate, blocking the pore during fast inactivation. Slow inactivation does not depend on this inactivation gate, but is thought to result from structural rearrangements of the channel pore (Goldin, 2003).

One prototypical AED acting on voltage gated sodium channel is carbamazepine (CBZ), a dibenzazepine that is effective in treatment of partial and generalized tonic clonic seizures (Ragsdale and Avoli, 1998; Brodie, 2010). The binding site of CBZ lies within the sodium channel pore and is formed by amino acid residues of the S6 segments of domains I, III and IV (Ragsdale et al., 1994, 1996; Yarov-Yarovoy et al., 2001, 2002). Binding of CBZ to the receptor blocks the channel pore and thereby prevents ion permeation. Additionally, CBZ stabilizes the inactivated state and thus delays recovery from inactivation into the activatable state (Schwarz and Grigat, 1989; Ragsdale and Avoli, 1998; Kuo, 1998; Lipkind and Fozzard, 2010). The position of the drug binding site within the sodium channel pore requires the opening of the pore to allow CBZ to bind (Payandeh et al., 2011). As the proportion of sodium channels in the open/inactivated state increases with depolarization and during prolonged high frequency firing, CBZ blocks sodium chan-
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Channels in a use- and voltage-dependent manner (Willow et al., 1985; McLean and Macdonald, 1986; Schwarz and Grigat, 1989; Kuo et al., 1997). As seizures are characterized by sustained depolarizations as well as by prolonged high frequency firing, CBZ preferentially interferes with pathological high frequency activity, while leaving normal ongoing activity intact.

So far, similar to other CNS drugs, the mechanism of action of sodium channel blockers have mainly been studied on the level of potential target proteins in isolated preparations. Little is known about their action on the many different neuron types as well as on their behavior on complex micronetworks. There are few studies investigating sodium channel blocker effects on a network level. These studies were conducted using field potential recordings and/or single unit recordings of pyramidal cells (Hershkovitz and Ayala, 1981; Hood et al., 1983; Olpe et al., 1985; Ashton et al., 1988). However, these studies do not clearly identify the cell types directly modulated by the drug. The importance of a more differentiated network approach becomes apparent when taking GABAergic interneurons into account. Some of these interneuron subtypes are able to fire at very high rates (Freund and Buzsaki, 1996; Ascoli et al., 2008). The use-dependent action of CBZ and similar anticonvulsants would suggest that firing of these interneurons is strongly affected by these compounds. Reduced firing of interneurons would lead to a decreased synaptic inhibition. A block of inhibitory interneurons by anticonvulsants seems to be contradictory to their strongly antiexcitatory effect. However, interneuron subtypes differ in their physiological properties, serve different functions and show different activity patterns during network oscillations. The network effect of a use-dependent interneuron blockade therefore cannot be predicted by studying isolated cell types.

1.5 Key questions

Loss of interneuron subtypes and a reduction in GABAergic responses are outstanding alterations in the epileptic brain. However, the different tasks of interneurons suggest that morphological and behavioral alterations of surviving cells will also strongly influence network activity. To exert its multiple functions correctly, inhibition has to occur both at the right time and in the appropriate location. The temporal activity pattern of a given interneuron is shaped by its synaptic inputs as well as its intrinsic properties. The spatial component is given by the difference in axon morphology of interneuron classes. In the first part of this thesis, I therefore investigated whether the spatio-temporal role of feed-back inhibition is changed in chronic epilepsy. Due to its upstream position to the subiculum and the entorhinal cortex and its potential role in controlling seizure spread, I focused on the CA1 area of the hippocampus. In the second part of this thesis, I studied the effects of CBZ and similar anticonvulsants on inhibitory microcircuits in both control and epileptic animals.
2 Material & Methods

2.1 Pilocarpine model of epilepsy

All slice experiments in chronically epileptic animals were performed in the pilocarpine model of epilepsy that mimics key features of human temporal lobe epilepsy (Turski et al., 1983; Cavalheiro, 1995; Toyoda et al., 2013). In this model a status epilepticus is induced by a single systemic injection of the muscarinic acetylcholine agonist pilocarpine. After a latent period this leads to the subsequent development of chronic epileptic seizures.

Male Wistar rats were ordered with a body weight of 150-180 g (Charles River, Sulzfeld, Germany) 2-3 days prior to injections to allow acclimatization in the animal facility. Pilocarpine hydrochloride (340 mg/kg body weight, Sigma Aldrich, Hamburg, Germany) was diluted in aqua ad injectabilia and injected intraperitoneally. 30 min prior to the pilocarpine treatment, animals were injected subcutaneously with scopolamine methyl nitrate (1 mg/kg body weight, Sigma Aldrich, Hamburg, Germany), diluted in ringer (in mM: 143.1 NaCl, 4.02 KCl, 2.24 CaCl·2H₂O; Fresenius Kabi, Bad Homburg, Germany). This competitive muscarinic acetylcholine antagonist does not cross the blood brain barrier and therefore reduces the peripheral side effects of pilocarpine (Peroutka and Snyder, 1982; Turski et al., 1983; Brown, 1990). Within 60 min after injection of pilocarpine, 30-50 % of the animals developed a status epilepticus. The status was terminated after 40 min with an intraperitoneal injection of 1 ml diazepam (0.5 %, Ratiopharm, Ulm, Germany). Additionally, animals received subcutaneous injections of 1 ml ringer and 1 ml glucose (5 %, Fresenius Kabi, Bad Homburg, Germany) to compensate for the loss of energy and fluid. Animals that did not develop a status epilepticus within the first 60 min post injection received a second dose of pilocarpine.

The pilocarpine-induced status epilepticus is usually followed by a latent period of 7-14 days, during which epileptogenesis is taking place (Turski et al., 1983). This latent period is followed by the chronic phase in which animals start to generate spontaneous generalized seizures. To ensure that only chronically epileptic animals were used, animals were video-monitored for 7 days starting on day 17 post injection. Only animals displaying at least one spontaneous seizure in this monitoring were included in the study. Experiments were then conducted in a time window of 4-8 weeks post injection. Pilocarpine-treated epileptic rats were compared to age matched, sham-injected control rats. These control animals were injected with identical doses of scopolamine methyl nitrate, diazepam, glucose and
ringer. For the study on the anticonvulsant drug action (Section 3.2), sham-control and normal age-matched Wistar rats were pooled. All animal experiments were conducted in accordance with the guidelines of the Animal Care and Use Committee of the University of Bonn.

2.2 Slice preparation

Rats were deeply anesthetized with a subcutaneous injection of 1.5 ml xylacine hydrochloride (2 %, Bayer, Leverkusen, Germany) and 0.5 ml ketamin hydrochloride (10 %, Pfizer, Berlin, Germany). Before decapitation, animals were transcardially perfused with 15-20 ml of ice-cold preparation solution containing (in mM): 60 NaCl, 100 sucrose, 2.5 KCl, 1.25 NaH₂PO₄, 26 NaHCO₃, 1 CaCl₂, 5 MgCl₂ and 20 D-glucose (equilibrated with 95 % O₂ and 5 % CO₂). Subsequently, the brain was quickly removed, glued with the ventral surface onto the stage of a vibratome (Microm HM 650 V, Thermo Fisher Scientific, Walldorf, Germany) and transverse 300 µM-thick hippocampal slices were prepared. After equilibration for 30 minutes at 35°C in the preparation solution, slices were transferred to artificial cerebrospinal fluid (ACSF) containing (in mM): 125 NaCl, 3 KCl, 1.25 NaH₂PO₄, 26 NaHCO₃, 2.6 CaCl₂, 1.3 MgCl₂ and 15 D-glucose (equilibrated with 95 % O₂ and 5 % CO₂) and stored at room temperature. During all experiments GABA_B receptors were blocked with CGP 52432 (500 nM, Tocris Bioscience, Bristol, UK).

2.3 Electrophysiological recordings

For electrophysiological recordings, slices were transferred to a submerged chamber mounted on the stage of an upright microscope (Axioskope 2 FS, Zeiss) and continuously perfused with ACSF (equilibrated with 95 % O₂ and 5 % CO₂). All experiments were performed at 31-32°C either via an inline solution heater (TC324B, Warner instruments, Hamdon, USA) or a temperature controllable bath chamber (Temperaturcontroller III, Luigs and Neumann, Ratingen, Germany). Cells were visualized with infrared oblique illumination optics (TILL Photonics, Gräfeling, Germany), a water immersion objective (Olympus 60x/NA 0.9, Tokyo, Japan) and a TILL-IMAGO camera (TILL Photonics, Gräfeling, Germany).

Somatic whole-cell recordings of interneurons or pyramidal neurons in the CA1 region were obtained with an Axopatch 200B amplifier (Molecular Devices, Biberach an der Riss, Germany), a BVC-700A amplifier (Dagan Corporation, Minneapolis, Minnesota, USA) or a Multiclamp 700B amplifier (Molecular Devices, Biberach an der Riss, Germany). Data were filtered at 10 kHz and sampled at 100 kHz with a Digidata 1440 interface, controlled by pClamp Software (Molecular Devices, Biberach an der Riss, Germany). Recording pipettes were made from thick walled borosilicate glass capillaries (GB 150F 8P, Science
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Products, Hofheim, Germany) on a vertical puller (PP-830, Narishige, Tokyo, Japan). Recording pipettes for whole-cell recordings had a resistance of 3-6 MΩ and were filled with (in mM): 140 K-glucuronate, 5 HEPES, 0.16 EGTA, 0.5 MgCl₂, 5 phosphocreatine and 0.3 % biocytin. The pH was adjusted with KOH (1 mol/l) and the osmolarity set to 280-290 mOsm by addition of sucrose. Series resistance ranged from 10 to 25 MΩ. The calculated liquid junction potential was -15 mV, and membrane potential values were corrected accordingly. In experiments investigating the effects of phenytoin and lamotrigine on firing rates, a different intracellular solution was used, containing (in mM): 130 K-glucuronate, 20 KCl, 10 4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid (HEPES), 0.16 ethylene glycol tetraacetic acid (EGTA), 2 Mg-ATP, 2 Na₂-ATP and 15 D-glucose. Pipettes for loose patch recordings had a resistance of 7-10 MΩ and were filled with ACSF.

Interneurons and pyramidal cells were visually identified under infrared difference interference contrast optics, and further characterized functionally as well as morphologically by biocytin labeling and reconstruction.

2.4 Morphological reconstructions

Slices containing biocytin filled cells were incubated at 4°C in paraformaldehyde (4 %) dissolved in 0.1 phosphate buffer (PB, pH 7.4) for at least 24 h. For biocytin staining slices were washed in 0.15 M phosphate buffer saline (PBS) and permeabilized for 30 minutes with Triton X 100 (0.4 % in PBS). Slices were then incubated for two hours in strepavidin alexa fluor 488 (Life Technologies, Carlsbad, USA, 1:500 in PBS and 0.5 % Triton X 100). Subsequently, sections were washed in 0.1 M PB three times for 5 minutes, and mounted with Aqua-Poly/Mount (Polyscience Inc., Warrington, USA). Filled neurons were scanned with a confocal microscope (TriM Scope Confocal, LaVision BioTec, 20 fold magnification) and reconstructed from z-stacks (step size: 2 μM) using Corel DRAW Graphics Suite 12.

2.5 Analysis of synaptic excitation of CA1 pyramidal cells

Stimulation was carried out with bipolar steel electrodes (FHC, Bowdoin, Maine, USA). Biphasic charge neutral pulses with a duration of 50-100 µs were generated with a stimulus isolator (A-M Systems Model 2100, Carlsborg, WA, USA). For monosynaptic activation of CA1 pyramidal cells I stimulated Schaffer collaterals by placing a stimulation electrode into the stratum radiatum. During this stimulation, either cell-attached recordings (Fig. 3.22) or whole-cell recordings (Fig. 3.23) were obtained to assess CBZ effects on synaptically induced firing and excitatory postsynaptic currents (EPSCs), respectively. Both experiments were conducted in presence of the GABA_A antagonist gabazine (SR 95531 hydrobromide, 10 µM, Tocris). Additionally, a cut was made between CA1 and CA3, to avoid network events due to the disinhibition of the recurrent CA3 network. In
2.6 Analysis of feed-back activation of CA1 interneurons

For synaptic feed-back activation of CA1 interneurons, I stimulated CA1 axons by placing the stimulation electrode into the alveus adjacent to the subiculum (Fig. 2.1). This stimulation leads to the antidromic activation of CA1 pyramidal cell axons. Recurrent axon collaterals of the stimulated fibers then activate CA1 interneurons synaptically. To prevent feed-forward activation of interneurons via stimulation of Schaffer collaterals as well as a direct electrical stimulation of interneurons, a cut was made at the CA1-subiculum border through strata lacunosum-moleculare, radiatum, pyramidale and oriens with only the alveus left intact (Pouille and Scanziani, 2004, see Fig. 2.1A,B, Cut 1). A second cut was made at the CA1/CA3 border to limit spontaneous activity in CA1 neurons (Fig. 2.1B, Cut 2). Synaptic activation of feed-back interneurons (e.g. Fig. 3.4) was examined with whole-cell recordings of excitatory postsynaptic potentials (EPSPs). Afterwards the GABA_A antagonist gabazine (SR 95531 hydrobromide, 10 µM, Tocris Bioscience, Bristol, UK) was applied to estimate whether, in addition to excitatory input, feed-back dynamics are shaped by inhibitory inputs onto interneurons (see Section 3.1.3).

CBZ effects on synaptically induced firing of interneurons was monitored with cell attached recordings and subsequent repatching in whole-cell mode to allow biocytin staining and morphological identification. In case of the cell-attached recordings, stimulation strength was adjusted at a stimulation frequency of 50 Hz to elicit a firing probability of ≥ 90 % in response to at least one of the first four stimuli. Stimulation paradigms were applied at 0.1 Hz. In the absence of any drug application, the firing probability of all classes of interneurons was stable over at least 15 minutes (basket cells: n=5, p=0.96; proximal dendritic cells: n=5, p=0.28; OLM cells: n=4, p=0.54, paired t-test). To prevent contamination by reciprocal inhibition between interneurons, gabazine (10 µM) was present during the whole experiment.

2.7 Analysis of feed-back and feed-forward inhibition of CA1 pyramidal cells

To analyze feed-back inhibition onto CA1 pyramidal cells, feed-back interneurons were activated analogous to Section 2.6 and resulting inhibitory postsynaptic currents (IPSCs) or potentials (IPSPs) in pyramidal cells were recorded in the whole-cell mode. To confirm the GABAergic nature of synaptic events, the GABA_A receptor antagonist gabazine (SR 95531 hydrobromide, 10 µM, Tocris, Bristol, UK) was applied at the end of all stimulation
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Figure 2.1: Stimulation configuration to activate feed-back microcircuits in CA1. (A) Photograph of the experimental setup showing the stimulus electrode placed into the alveus and the cut separating CA1 and subiculum (Sub). (B) Schematic drawing of the stimulus configuration. CA1 pyramidal cell (PC) axons are stimulated with a bipolar electrode placed into the alveus. This stimulation will also activate local CA1 axon collaterals that target feed-back interneurons (Int). Cut 1: Cut at the border between CA1 and subiculum preventing stimulation of Schaffer collaterals as well as direct stimulation of CA1 interneurons. Note that Schaffer collaterals are disrupted while only the alveus is left intact. A second cut was made between CA3 and CA1 to prevent recurrent excitation and network events. SR: stratum radiatum, SP: stratum pyramidale, SO: stratum oriens.

experiments. In voltage clamp recordings the IPSC component was subsequently isolated by subtraction. In these recordings, pyramidal neurons were clamped at -65 mV. This procedure usually revealed no or only a minor excitatory component, indicating that contamination by Schaffer collateral or recurrent excitatory CA1 input is negligible in this paradigm (see Fig. 3.17).

For activation of feed-forward inhibition within the CA1 subfield, a stimulation electrode was placed into the pyramidal cell layer of CA3, thereby inducing feed-forward activation of CA1 interneurons. The resulting IPSCs in CA1 pyramidal cells were recorded in the whole-cell configuration (see Fig. 3.30). In these recordings, I frequently noted the appearance of stimulation-evoked compound EPSCs in CA1 neurons following application of gabazine. These were probably due to stimulation-evoked recurrent activity in the CA3 network. To exclude that potential CBZ effects on this EPSC component might contaminate the assessment of effects on IPSCs, I examined the effect of CBZ on Schaffer collateral EPSCs in separate recordings (see Fig. 3.23). In these experiments, no effects on EPSCs were observed. In these recordings, the CA3 subfield was separated from CA1 with a cut in order to prevent propagation of spontaneous activity in the CA3 region during gabazine application to the CA1 subfield.

2.8 Pharmacology

Anticonvulsants were obtained from Sigma Aldrich (CBZ and phenytoin, Hamburg, Germany) or Tocris (lamotrigine, Bristol, UK) and used in concentrations in a range that is
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found in brain tissue from epilepsy patients (Rambeck et al., 2006). CBZ (final concentration 30 µM) was dissolved in ethanol, whereas lamotrigine (LTG, final concentration 25 µM) and phenytoin (PHT, final concentration 50 µM) were directly dissolved in ACSF. Control ACSF therefore either contained equivalent concentrations of ethanol compared to the CBZ-containing solution (0.05 %), or no solvent. Drug effects were analyzed 15 minutes after initiating the drug application. A washout was conducted for at least 15 minutes. The analysis of the effects of CBZ on maximal firing rates was done by identifying the current injection at which maximal firing rates were obtained under control conditions. Effects of CBZ and washout were quantified using this current injection magnitude. The baseline membrane potential was adjusted to 75 mV by current injection for all measurements. To compensate for changes in intrinsic cell properties over recording duration (e.g. Xu et al., 2005) mean values of control recordings before drug application and after 15 min washout were compared to recordings 15 min after drug application in all experiments. For analysis of CBZ effects on action potential (AP) properties, traces with two action potentials in the first 50 ms of current injection were selected, and the first AP was analyzed. In addition, I also examined APs occurring later during the current injection (300–500 ms after onset). Since both the AP properties themselves and the effects of CBZ will be influenced by the number of preceding action potentials, I selected traces with 10 APs in the first 500 ms of current injection (average time of peak of the analyzed AP, 427.4 ± 12.1 ms; average number of preceding APs, 10.8 ± 0.6). In individual cells, the current injection steps were selected such that the number of APs within the first 500 ms of the current injection in ACSF, in CBZ, and after washout was identical.

2.9 Data analysis and statistics

Average values in the text and figures are expressed as mean ± standard error of the mean (SEM). For statistical analysis Wilcoxon signed-rank test, Student’s t-test, Kruskal Wallis test or ANOVA were used as appropriate and as indicated in the text. In some cases, a Tukey’s post-hoc test or Dunn’s multiple comparison test for parametric and nonparametric data, respectively, were employed to determine individual group differences. The properties of PSCs/PSPs were usually analyzed from an average of 10 sweeps. Firing probabilities during the cell attached recordings were calculated from 10 repetitions. In case of the long trains with 25 stimuli average firing frequencies were binned over 5 stimuli (100 ms). For analysis of AP properties, traces with two action potentials in the first 50 ms of current injection were selected and the first AP analyzed. Fast after hyperpolarizing potentials (fAHPs) were measured relative to the threshold of the analyzed AP. Broadening of APs over a 1s current injection was analyzed in traces of maximal firing rate. The input resistance $R_{in}$ was calculated from voltage deflections over current injections ranging from -50 to +50 pA with a linear fit (IGOR PRO Wavemetrics, Lake Oswego, OR). The
membrane time constant $\tau$ was estimated using negative current injections and a standard exponential fit (Clampfit 10.2, Molecular Devices, Union City, CA).
3 Results

3.1 Alterations of inhibitory microcircuits in the epileptic hippocampus

3.1.1 Identification and classification of inhibitory interneurons in CA1

Interneurons can be classified based on the morphology of their axonal arbor [Somogyi and Klausberger, 2005]. Using post hoc biocytin stainings, recorded interneurons were divided into three categories covering different areas of the pyramidal cell (PC) dendritic tree (see Fig. 3.1, upper panel, for representative reconstructions of the axonal arbor). The first category consisted of basket cells (BCs) that innervate pyramidal cell somata in stratum pyramidale (Fig. 3.1 A). A second, more heterogeneous group included cells that target the proximal dendrites of pyramidal cells in stratum radiatum and oriens (e.g. bistratified cells), as well as interneurons that additionally innervate stratum pyramidale (e.g. trilaminar cells). This group was termed proximal dendritic cells (PD, Fig. 3.1 B). The third category contained oriens-lacunosum moleculare (OLM) interneurons that are characterized by somata located in stratum oriens and axonal arbors that innervate the distal apical tuft in stratum lacunosum moleculare (Fig. 3.1 C).

Interneuron subtypes were then further characterized physiologically (Fig. 3.2 and 3.3). During long 1s current injections basket cells and proximal dendritic cells had significantly higher average maximal firing rates in comparison to pyramidal cells (101.9 ± 18.5 Hz, n=11 and 129.4 ± 1.4 Hz, n=13, for BCs and PDs respectively, compared to 22.3 ± 1.3 Hz in pyramidal cells, n=13, see Fig. 3.2 A). In contrast, with a maximal firing rate of 60.9 ± 5.1 Hz, firing rates of OLM interneurons were significantly lower than in PD interneurons (n=12. ANOVA, F(3,44)=11.94, p < 0.0001. See Fig. 3.2 A for individual p values between groups, as given by a Tukey’s post-hoc test).

When analyzing action potential properties, no additional differences between the interneuron subtypes were revealed (Fig. 3.2 B-F, ANOVA and a Tukey’s post-hoc test). However, when comparing interneurons to pyramidal cells, minor differences were revealed. Action potentials of pyramidal cells had a larger amplitude compared to OLM cells and PD cells (80.2 ± 3.9 mV vs. 68.7 ± 3.0 and 68.2 ± 3.7mV for PC, PD and OLM cells, respectively, ANOVA and Tukey’s post-hoc test, see asterisks in Fig. 3.2 D). Additionally, they were broader (Fig. 3.2 E) and had a smaller fast after hyperpolarizing potential (fAHP) compared to all interneuronal subtypes (Fig. 3.2 F).
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Figure 3.1: Classification of interneuron subtypes in CA1 based on axon morphology. (A) Upper panel: Reconstruction of a representative basket cell (BC) innervating pyramidal cell somata in stratum pyramidale (SP). Lower panel: Response to a hyperpolarizing and a depolarizing current step (duration: 1s) of the cell depicted above. (B) Reconstruction and example recordings of a bistratified cell innervating proximal dendrites of pyramidal cells in stratum oriens (SO) and radiatum (SR). (C) Orien-lacunosum moleculare (OLM) interneuron targeting the distal apical tuft in stratum lacunosum moleculare (SLM). Axons of interneurons are depicted in red, blue or green, respectively and dendrites are shown in black. To indicate interneuron position relative to the pyramidal cell dendritic tree a separately recorded and reconstructed pyramidal cell is indicated in gray. Alv: Alveus, PD: Proximal dendritic targeting cell, OLM: OLM interneuron.

A comparison of passive cell properties revealed that interneurons had a threefold higher input resistance (Fig. 3.3 A) and a smaller cell capacitance (Fig. 3.3 C, n=11, n=13, n=12 and n=13 for BC, PD, OLM and PCs respectively. ANOVA and Tukey’s post-hoc test, see asterisks in A and C) than pyramidal cells. Additionally, the time constant of OLM interneurons was significantly larger than in BCs and PDs (29.1 ± 4.7 for OLM interneurons, compared to 14.9 ± 3.0 and 13.9 ± 2.3 for BCs and PD cells respectively, ANOVA and Tukey’s post-hoc test, Fig. 3.3 B).

3.1.2 Short-term dynamics of feed-back activation of CA1 interneurons

Next, I investigated the spatio-temporal pattern of synaptic feed-back activation of interneurons in CA1 (Fig. 3.4). To activate the presynaptic CA1 pyramidal cell axons, a stimulus electrode was placed into the alveus and excitatory postsynaptic potentials
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Figure 3.2: Active properties of identified CA1 interneurons and pyramidal cells. (A) Average maximal firing rate during long 1s current injections of interneurons and pyramidal cells. For every cell the current injection with the maximal number of action potentials was selected and the average firing rate calculated. (B-F) For analysis of action potential (AP) properties current injections inducing two APs inside the first 50 ms were selected and the first AP analyzed. Fast after hyperpolarizing potentials (fAHPs) in (F) were measured relative to action potential threshold. Bargraphs in A-F show average ± SEM. *, ** and *** depict p < 0.05, 0.01 and 0.001, respectively (Tukey’s post-hoc test). BC: basket cells, PD: proximal dendritic interneurons, OLM: OLM interneurons, PC: pyramidal cells.

Figure 3.3: Passive properties of interneurons and pyramidal cells in CA1. (A) Input resistance was estimated from voltage deflections induced by current injections ranging from -50 to +50 pA. (B) Time constant was estimated from negative current injections and a standard exponential fit. (C) Cell capacity was calculated from \( R_in \) and \( \tau \). Bargraphs in A-C show mean ± SEM. *, ** and *** indicate p values < 0.05, 0.01 and 0.001, respectively as given by a Tukey’s post-hoc test. BC: basket cells, PD: proximal dendritic interneurons, OLM: OLM interneurons, PC: pyramidal cells.

(EPSPs) were recorded in post hoc identified interneurons (Fig. 3.4 A). During a high frequency stimulus train (10 stimuli at 50 Hz), interneuron subtypes revealed opposite forms of short-term plasticity. Both, basket and PD cells received large amplitude excitatory inputs at the beginning of a stimulus train that were followed by strong synaptic depression (Fig. 3.4 B,C). In contrast, OLM interneurons showed the opposite input pattern with small EPSPs in response to the first stimulus and a subsequent strong facilitation. To compare the short-term dynamics between interneuron classes, the percent
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change in EPSP amplitude over the stimulus train (1st EPSP vs. mean of the last three EPSPs, see blue boxes in B, upper panel) was calculated (Fig. 3.4 D). Basket and proximal dendritic cells showed an average decrease in EPSP amplitude of -48.2 ± 6.9% (n=9) and -27.7 ± 16.9 % (n=12) respectively. EPSP dynamics in OLM cells were significantly different from BCs and PDs, with an increase in EPSP amplitude of 71.9 ± 6.9 % over the stimulus train (n=12; Kruskal-Wallis test, p < 0.0001; Dunn’s multiple comparison test, see asterisks in Fig. 3.4 D).

Figure 3.4: Short-term dynamics of feed-back activation of CA1 interneurons. (A) Experimental set up to elicit feed-back EPSPs in interneurons via antidromic activation of CA1 pyramidal cell axons. The stimulus electrode was placed in the Alveus and EPSPs in interneurons were recorded in the whole-cell mode. Interneurons were identified with post hoc biocytin stainings of axon morphology. (B) Representative recordings of a basket cell (BC), a proximal dendritic cell (PD) and an OLM interneuron (OLM). Traces depict averages of 10 consecutive recordings and stimulus artifacts are truncated. ‘Stim’ indicates time points of alveus stimulation. (C) Normalized and averaged EPSP peak amplitudes over the stimulus train. EPSP amplitude was measured as the peak voltage deflection (see blue arrows in B). (D) % Change of EPSP amplitude over the stimulus train. The mean amplitude of the last three EPSPs was compared to the amplitude of the first EPSP. Negative values indicate a decrease in EPSP amplitude, a positive value indicates facilitation. Boxplots in D show median, standard deviation, maximum and minimum. *** indicates p < 0.001 (Kruskal Wallis and Dunn’s multiple comparison test).

The firing of CA1 pyramidal neurons is modulated by different oscillatory rhythms of the brain. During exploratory behavior and REM sleep, firing of pyramidal cells is phase locked to the theta rhythm, a field potential oscillation of 5-10 Hz (Ylinen et al., 1995; Csicsvari et al., 1999). To further explore the short-term properties of feed-back
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Figure 3.5: Spatio-temporal profile of theta patterned feed-back activation of CA1 interneurons. Recording configuration as in Fig. 3.4 A. (A) Representative whole-cell recordings of different interneuron subtypes during theta burst stimulation of pyramidal cell axons. Responses to the first and last burst in the train are enlarged in (B). (C) Comparison of the 1\textsuperscript{st} and 3\textsuperscript{rd} EPSP inside a burst (intraburst change, see panel B). Left panel: 1\textsuperscript{st} burst, right panel: 10\textsuperscript{th} burst. (D) Change in EPSP amplitude over the stimulus train (interburst change). The 1\textsuperscript{st} EPSP inside the 1\textsuperscript{st} burst was compared to the 1\textsuperscript{st}EPSP of the last three bursts (see panel A). Boxplots in C and D show median, standard deviation, maximum and minimum. *, ** and *** indicate p < 0.05, 0.01 and 0.001, respectively.

interneurons in CA1, stimulation experiments were repeated with a theta burst protocol consisting of a high frequency component (three stimuli at 100 Hz) repeated ten times at a frequency of 5 Hz (see upper panel in Fig. 3.5 A). This protocol enabled me to look at both the dynamics during a short high frequency burst and during rhythmic ongoing activity. Therefore, the change in EPSP amplitude inside the bursts (intraburst change, see Fig. 3.5 B) as well as the change over the burst train (interburst change, Fig. 3.5 A,B) was analyzed. Within the first, burst EPSP amplitude in basket cells decreased on average -24.3 ± 8.4 % (n=10, 1\textsuperscript{st} vs. 3\textsuperscript{rd} EPSP) whereas PD and OLM cells received significantly different input with an increase in EPSP amplitude of 23.0 ± 7.1 (n=11) and
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66.7 \pm 10.4 \% (n=8), respectively (Fig. 3.5 C, left panel, representative recordings in A and B. Kruskal-Wallis test, p < 0.0001; Dunn’s multiple comparison test, p < 0.001 for BCs vs. OLM cells and p < 0.05 for BCs vs. PD cells). In contrast, EPSPs inside the 10th burst of the train were facilitating in all three classes of interneurons, albeit with OLM cells showing a significantly stronger facilitation than basket cells (Fig. 3.5 C, right panel. Kruskal-Wallis test, p < 0.014; Dunn’s multiple comparison test, p < 0.05 for BCs vs. OLM cells).

When now comparing the first EPSP inside the first burst relative to the first EPSP inside the last three bursts of the theta train (interburst change, Fig. 3.5 D, example recordings in A and B) basket and PD cells both showed strongly depressing EPSPs. OLM interneurons displayed the opposite behavior with a strong facilitation over the burst train, similar to the behavior during the 50 Hz stimulation. These experiments show that over a prolonged input period EPSP amplitude of both basket and PD cells decreases, thereby opposing input properties of OLM cells, whereas during short high frequency activity PD interneurons do facilitate as well.

3.1.3 Modulation of feed-back recruitment by disynaptic inhibition

![Diagram](https://via.placeholder.com/150)

**Figure 3.6: Putative disynaptic inhibition onto interneurons during CA1 pyramidal cell activity.** (A) Schematic drawing of disynaptic inhibition. Both interneurons (FB, ISI) receive excitatory input of CA1 pyramidal cell axons. The feed-back interneuron (FB, black) projects to CA1 pyramidal cells, providing feed-back inhibition whereas the interneuron selective interneuron (ISI) innervates the feed-back interneuron. Therefore during alveus stimulation the FB interneuron receives both monosynaptic excitation from pyramidal cells as well as disynaptic inhibition from ISIs. (B) Depression in EPSP amplitude could be caused by an increase in inhibition over the train (upper panel), whereas facilitation could be emphasized by initially strong inhibition ceasing over the stimulus train (lower panel).

Cells with strongly depressing synapses are generally thought to have high release probability synapses, whereas OLM cells are described to have a low initial release probability that increases over the stimulus train (Zucker and Regehr 2002, Sylwestrak and Ghosh 2012). However, interneurons in CA1 receive also inhibitory input from other interneurons. Therefore, the temporal pattern of excitatory inputs might further be shaped by disynaptic inhibition that is recruited by CA1 pyramidal cells as well (Freund and Buzsaki 1996, Pouille and Scanziani 2004 see scheme in Fig. 3.6 A).
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To investigate the role of disynaptic inhibition during feed-back activation, stimulation experiments were repeated in presence of the GABA\(_A\) antagonist gabazine (SR 95531 hydrobromide, 10 µM, Fig. 3.7 and 3.8 for 50 Hz and theta burst stimulation, respectively). During 50 Hz stimulation, neither the absolute EPSP amplitude (Fig. 3.7 A-C, middle panels, paired t-test, n=5, n=8 and n=7 for BCs (A), PD (B) and OLM cells (C), respectively) nor the dynamic over the stimulus train (Fig. 3.7 right panels, Wilcoxon signed-rank test. Example recordings in left panels) were significantly affected by gabazine in any of the interneuron subgroups. These data indicate that depression in BCs and PDs and facilitation in OLM interneurons is not caused by disynaptic inhibition. During theta patterned feed-back activation, absolute EPSP amplitudes were also not altered by application of gabazine (Fig. 3.8 A-C, left and middle panels, n=6, n=9 and n=7 for BC, PD and OLM cells respectively, paired t-test). As expected from this result, neither the inter-burst change over the stimulus train (Fig. 3.8 A-C, right panels, Wilcoxon signed-rank test) nor the intraburst change were significantly affected by gabazine.

3.1.4 Recruitment of interneurons in the epileptic hippocampus

The temporal pattern of interneuron firing is shaped by the synaptic input they receive. To check whether this input is changed in epilepsy, I repeated the stimulation experiments in slices of chronically epileptic rats (see Section 2.1 for details on the pilocarpine model of epilepsy; Fig. 3.9). During a 50 Hz stimulus train, behavior of both basket and PD cells was significantly altered. In contrast to the depressing synapses in control rats, short-term dynamics of both types of interneurons were shifted to a facilitating phenotype (Fig. 3.9 A,B, summary in Fig. 3.9 D, left and middle panel. Mann Whitney U-test, p=0.008, n(Sham)=9, n(Post SE)=12 and p=0.03, n(Sham)=12, n(Post SE)=7 for basket and PD cells, respectively). The behavior of OLM interneurons however, was unchanged (Fig. 3.9 C,D, right panel. Mann Whitney U-test, p=0.84, n(Sham)=12, n(Post SE)=13). Similarly, during theta patterned burst stimulation (Fig. 3.10) both PD and basket cells showed a significant shift to facilitating behavior over the whole stimulus train (interburst change, Fig. 3.10 A,B, summary in D, left and middle panel, Mann Whitney U-test, p=0.01, n(Sham)=10, n(Post SE)=12 and p=0.01, n(Sham)=11, n(Post SE)=7 for basket and PD cells, respectively). However, when looking at the dynamics within the first burst (intraburst dynamics, Fig. 3.10 E, left and middle panel) only basket cell behavior was also shifted to facilitation. By contrast, PD cells in both control and Post SE animals showed an increase in amplitude from the first to the third EPSP (Mann Whitney U-test, p=0.002, n(Sham)=10, n(Post SE)=12 and p=0.59, n(Sham)=11, n(Post SE)=7 for basket and PD cells, respectively). Within the 10\(^{th}\) stimulus burst, both BC and PD cell dynamics were unchanged in epileptic animals (Fig. 3.10 F, left and middle panel, p=0.53 and p=0.65 for BC and PD). Again, behavior of OLM cells was unchanged both over the stimulus train as well as inside the first and last burst (Fig. 3.10 C
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Figure 3.7: Short-term dynamics during 50 Hz alveus stimulation are not caused by polysynaptic inhibition. Left panels: Representative recordings of a basket cell (A), a PD interneuron (B) and an OLM cell (C) before (ACSF, black trace) and after application of gabazine (SR, gray trace). Middle panels: Comparison of EPSP amplitude in ACSF and after washin (EPSP ratio, as indicated in A, left panel). 1st EPSP: p=0.94, p=0.92 and p=0.32; 10th EPSP: p=0.61, p=0.064 and p=0.36 for BC, PD and OLM cells, respectively (paired t-test). Right panel: % Change in EPSP amplitude from the 1st to the mean of the last three EPSPs. p=0.625, p=0.11 and p=0.30 for BC, PD and OLM cells respectively (Wilcoxon signed-rank test). Bargraphs show average ± SEM.

and D-F, right panels, n(Sham)=8, n(Post SE)=10 and p=0.26, 0.86 and 0.06 for D-F, respectively). These experiments show that in epilepsy excitatory inputs onto basket and PD interneurons are shifted to facilitation, whereas behavior of OLM interneurons remains unchanged.
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Figure 3.8: Impact of disynaptic inhibition on theta patterned feed-back activation. Left panels: Example recordings show the response to the 1st and 10th burst of the theta train before (ACSF, black trace) and after application of gabazine (SR, gray trace) of a Basket cell (A), PD interneuron (B) and an OLM cell (C). Middle panels: Comparison of EPSP amplitudes in ACSF and after washin inside the first and the last burst. Statistics: paired t-test. Right panels: % Change in EPSP amplitude from the 1st to the last three burst (Amplitude of the first EPSP inside the bursts was analyzed). Statistics: Wilcoxon signed-rank test. Bargraphs show average ± SEM.

3.1.5 Mechanisms underlying changes of feed-back recruitment in the epileptic hippocampus

a) Changes in disynaptic inhibition

The alterations in input dynamics of basket and proximal dendritic cells could be caused by an increase in initial disynaptic inhibition onto those cells (see Fig. 3.6 B). To test this hypothesis, I repeated the stimulation experiments in presence of gabazine for both 50 Hz and theta burst stimulation (Fig. 3.11 and 3.12). In basket cells, block of GABAergic
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**Figure 3.9**: Epilepsy-associated changes in feed-back recruitment during a 50 Hz stimulus train. (A-C) Upper panels: Morphological reconstructions of a basket cell (A), a PD interneuron (B) and an OLM cell (C) recorded in tissue from epileptic animals (Post SE). Lower panels: Response to a 50 Hz stimulus train (black trace) of the cells depicted above. For comparison, recordings conducted in sham-injected animals are indicated in gray. (D) Comparison of the % change in EPSP amplitude over the stimulus train between control and epileptic animals for basket (BC, left panel), proximal dendritic (PD, middle panel) and OLM cells (right panel). Control data are taken from Fig. 3.4. Boxplots show median, standard deviation, maximum and minimum. ** and * depict p < 0.01 and 0.05, respectively (Mann Whitney U-test).

inputs had no effect on the amplitude of the first EPSP during a 50 Hz stimulus train (Fig. 3.11A, left and middle panel. Paired t-test, n=7, p=0.13). However, the response to the 10th stimulus was significantly increased (1.9 ± 0.5 mV vs. 2.8 ± 0.5 mV in ACSF and gabazine, respectively; n=7, p=0.03, paired t-test), indicating that basket cells receive facilitating disynaptic inhibition during CA1 pyramidal cell activity. The increased
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Figure 3.10: Epilepsy-associated changes in feed-back recruitment during theta patterned burst stimulation. (A-C) Example recordings of a basket cell (A), a PD interneuron (B) and an OLM cell (C) during theta burst stimulation. Only responses to the first and the 10th burst in the stimulus train are shown. For comparison the responses of control recordings in sham-injected animals are indicated in gray. (D-F) Comparison of short-term dynamics between control and epileptic animals. (D) For interburst comparison, the amplitude of the first EPSP inside the bursts was analyzed. Inside bursts (E, F), EPSP amplitudes of the first and third EPSP were compared. Control data are taken from Fig. 3.5. Boxplots in D-F show median, standard deviation, maximum and minimum. ** and * depict \( p < 0.01 \) and 0.05, respectively (Mann Whitney U-test).
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inhibition at the end of the 50 Hz train might restrict the observed shift of basket cells to facilitation of EPSPs. I therefore tested whether blocking GABAergic inhibition amplifies the facilitating phenotype observed in epilepsy. Application of gabazine however did not lead to a further increase of facilitation in basket cells (Fig. 3.11 A, right panel. Wilcoxon signed-rank test p=0.15, n=7).

In PD interneurons, the amplitude of the first EPSP largely increased upon application of gabazine, with an EPSP ratio of $3.7 \pm 1.6$ (1.03 ± 0.4 mV vs. 2.3 ± 0.6 mV in ACSF and gabazine, respectively, Fig. 3.11 B, left and middle panel, paired t-test, p=0.0062, n=5). In contrast, amplitude of the last EPSP was not changed. These data would suggest that the altered short-term plasticity in epileptic animals found in this cell class (compare Fig. 3.9 D, middle panel) is caused by an increased initial inhibition. However, short-term dynamics were not rescued by application of gabazine (Fig. 3.11 B, right panel, Wilcoxon signed-rank test, p=0.06, n=5). Consistent with the above results, interburst dynamics during theta patterned burst stimulation were also unaffected by application of gabazine in all three classes of interneurons (Fig. 3.12 left and right panels, n=8, 6 and 12 and p=0.10, 0.84 and 0.11 for basket, PD and OLM cells respectively, Wilcoxon signed-rank test). In contrast to the 50 Hz stimulation, significant changes in the EPSP amplitudes were observed only in OLM cells (Fig. 3.12 C, middle panel, n=12, p=0.029, paired t-test).

These data show that inhibition of interneurons is increased in epileptic animals. However, they do not explain the changed short-term plasticity of excitatory inputs onto those interneurons. In basket cells, inhibitory inputs rather contradict the observed changes in short-term plasticity whereas in PD neurons and OLM cells dynamics of disynaptic inhibition is rather suited to even further emphasize facilitation at the pyramidal cell-to-interneuron synapse.

b) Changes in presynaptic release probability

Changes in the short-term plasticity of a synaptic connection can also be caused by pre- or postsynaptic alterations. One important characteristic of a synaptic connection is the basal probability of the presynapse to release neurotransmitter (Atwood and Karunanithi 2002, Burnashev and Rozov 2005). Synapses showing short-term depression often have a high initial probability of transmitter release. Upon single action potentials, their vesicles readily fuse with the membrane. During repetitive activity, however, this strong initial transmitter release causes a rapid depletion of the vesicle pool. Thus, the release probability decreases during the train. Conversely, facilitation can be caused by a low initial probability of transmitter release. In these synapse, a single action potential is unlikely to elicit transmitter release and vesicles are spared. However, during trains of action potentials, the accumulation of intracellular Ca$^{2+}$ leads to an increase in release probability and consequently, facilitation. Therefore, one hypothesis explaining the observed changes
3.1. Alterations of inhibitory microcircuits in the epileptic hippocampus

in basket and proximal dendritic cells is a change in the basal release probability of those synapses.

One common indicator for a change in the presynaptic release probability is the paired pulse ratio (PPR). In this experimental approach, two consecutive stimuli are given in a short time interval and the amplitude ratio of the postsynaptic responses is calculated. An increase in amplitude from the first to the second pulse (PPR > 1) indicates a low release probability, whereas a decrease (PPR < 1) suggests a high release probability synapse. To test this hypothesis, I repeated the alveus stimulation experiments with two stimuli given

Figure 3.11: Impact of disynaptic inhibition on short-term dynamics in epileptic animals. Left panels: Representative recordings of a basket cell (A), a PD interneuron (B) and an OLM cell (C) before (ACSF, black traces) and after application of gabazine (SR, gray traces). CA1 pyramidal cells were stimulated with a 50 Hz stimulus train of 10 stimuli. Middle panels: Comparison of EPSP amplitude in ACSF and after washin (EPSP ratio, as indicated in A, left panel). Right panels: % Change in EPSP amplitude from the 1st to the last three EPSPs (see blue boxes in A, left panel). Bargraphs show average ± SEM. * and ** indicate p < 0.05 and 0.01, respectively. Middle panels: Paired t-test, right panels: Wilcoxon signed-rank test.
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Figure 3.12: Impact of disynaptic inhibition in epileptic animals during theta patterned feedback stimulation. Left panels: Representative recordings of a basket cell (A), a PD interneuron (B) and an OLM cell (C) before (ACSF, black traces) and after application of gabazine (SR, gray traces). Middle panels: Comparison of EPSP amplitude in ACSF and after washin (EPSP ratio, as indicated in A, left panel). EPSP amplitude of the first and third EPSP inside the first and 10<sup>th</sup> burst are analyzed. Right panels: Interburst change in EPSP amplitude from the 1<sup>st</sup> to the 10<sup>th</sup> burst. Bargraphs show average ± SEM. * indicates p < 0.05. Middle panels: Paired t-test, right panels: Wilcoxon signed-rank test.

at 50 Hz while recording EPSPs in morphologically identified interneurons. To isolate the monosynaptic excitatory component, experiments were conducted in presence of 10 µM gabazine. In this stimulus paradigm, the response to the individual pulses rather than the absolute voltage deflection is of interest. In these experiments I thus measured the relative EPSP amplitude of both peaks (see Fig. 3.13 A, left panel).

In basket cells of control animals, the relative EPSP amplitude decreased strongly from the first to the second pulse (Fig. 3.13 A, left and middle panel, n=9), with an average paired pulse ratio of 0.61 ± 0.07 (Fig. 3.13 A, right panel). In pilocarpine-
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Figure 3.13: Alterations in the paired pulse ratio as possible mechanism of change. (A) Left panel: representative recordings of two basket cells recorded in a sham control (upper panel) and an epileptic animal (Post SE, lower panel). Middle panel: Relative peak amplitude was measured as indicated in left panel (dashed blue lines). Statistics: paired t-test. Right panel: Paired pulse ratio was calculated as indicated in left panel. Statistics: Mann Whitney U test. (B,C) Paired pulse analysis of proximal dendritic (B) and OLM interneurons (C). Experiments were conducted in presence of gabazine. *, ** and *** indicate p < 0.05, p < 0.01 and p < 0.001, respectively. Bargraphs show average ± SEM.

In treated animals, the relative peak amplitude did not differ significantly between the first and second pulse (Fig. 3.13 A, left and middle panel, n=8). Correspondingly, the paired pulse ratio of 1.03 ± 0.12 was significantly different from control animals (Fig. 3.13 A, right panel). In PD cells, EPSP amplitude of control animals also decreased from the first to the second stimulus, with a paired pulse ratio of 0.76 ± 0.13 (Fig. 3.13 B, left and middle panel, n=10). However, in contrast to basket cells, the PPR in PD cells was not significantly changed in epileptic animals (Fig. 3.13 B, right panel, n=6). In control animals, OLM cells showed a significant increase in EPSP size from the first to the second
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pulse (Fig. 3.13 C, left and middle panel, n=11). The resulting paired pulse ratio of 1.74 ± 0.14 was significantly different from basket and PD cells, as expected (Kruskal Wallis test, p=0.0001; Dunn’s multiple comparison test, BC vs. PD: p > 0.05, BC vs. OLM: p < 0.001 and PD vs. OLM: p < 0.01), compare left bars in Fig. 3.13 A, B and C, right panels). In accordance with the absence of any change in short-term dynamics, the paired pulse ratio of OLM cells was not altered in epileptic animals (Fig. 3.13 C, right panels 1.8 ± 0.4, n=11).

**3.1.6 Changes in intrinsic cell properties**

The activity pattern of interneurons within a network will be determined by both their synaptic inputs and their intrinsic properties. To assess whether cell excitability is changed in chronic epilepsy, I injected long (1s) square pulses of current through the patch pipette and monitored the relation of current amplitude and firing frequency (Fig. 3.14). In both basket and OLM cells this input-output relation was shifted to higher current injection magnitudes in epileptic animals (Fig. 3.14 A,C. Summary in D, left and right panel). This shift was probably caused by the strongly reduced input resistance found in epileptic animals (Fig. 3.14 E, left and right panel. Basket cells: n=11 and n=6 for both sham and epileptic animals, p=0.04; OLM cells: n=12 and n=13 for sham and epileptic animals, p < 0.0001, Student’s t-test). PD cells also showed a decrease in input resistance (Fig. 3.14 E, middle panel), however this did not lead to a shift in the input-output relation (Fig. 3.14 D, middle panel). In contrast, in pyramidal cells, the firing behavior at lower current injection magnitudes did not differ in epileptic animals. However the maximal average firing rate that could be elicited was significantly increased (Fig. 3.15 A-C). Additionally, the input resistance was also reduced in epileptic animals, albeit to lower degree than in interneurons (Fig. 3.15 D, n(post SE)= 14, p=0.04, Student’s t-test). These results suggest that in epileptic animals pyramidal cells are able to fire at higher frequencies, whereas a reduced input resistance makes BC and PD cells less excitable.

When looking at action potential properties only minor changes were observed in epileptic animals (Fig. 3.16). Relative to control animals, OLM cells had a significantly increased action potential amplitude, whereas in PD cells action potential slope was increased. This was accompanied by a reduction in action potential half width (Fig. 3.16 B-D). In pyramidal cells only the action potential half width was reduced, whereas action potential properties in basket cells were unchanged.

**3.1.7 Impact of changes on feed-back inhibition of pyramidal cells**

The observed changes in synaptic and intrinsic properties of interneurons will influence feed-back inhibition onto CA1 pyramidal cells. I therefore conducted experiments to analyze whether feed-back inhibition is changed in epileptic animals. To characterize the
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Figure 3.14: Excitability of interneurons in epileptic animals is decreased. (A-C) Example recordings of basket (A), PD (B) and OLM interneurons (C) recorded in sham-injected (upper panels) and epileptic (Post SE, lower panels) animals during long, one second current injections. In all cases the current amplitude that elicited more than one action potential was displayed. (D) Input-output relation of basket (left), PD (middle) and OLM cells (right). Current injections had a duration of 1s and the average firing rate per current injection was calculated. *, § and # depict $p < 0.05$, 0.01 and 0.001, respectively. (E) Input resistance was estimated from voltage deflections induced by current injections ranging from -50 to +50 pA. Left: basket cells, middle: PD cells, right: OLM cells. Bargraphs show average ± SEM. * and *** indicate $p < 0.05$ and 0.001, respectively (Student’s t-test).

Inhibitory input pyramidal cells receive I started with recordings of isolated GABAergic currents (IPSCs) in pyramidal cells, while activating the feed-back microcircuit with a stimulus electrode in the alveus (Fig. 3.17 and 3.18).

During 50 Hz stimulation, the amplitude of IPSCs in control animals decreased strongly
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Figure 3.15: In experimental epilepsy, the potential maximal firing rate of pyramidal cells is increased. (A,B) Representative recordings of pyramidal cells recorded in a sham-injected (A) and an epileptic (B) animal during a one second current injection of 800 pA. (C) Corresponding input-output relation of the average firing rate during the 1 s current injection vs. the magnitude of the current injection. (D) Input resistance was estimated as in Fig. 3.14 E. Bargraphs show average ± SEM. * and § depict p < 0.05 and 0.01, respectively (Student’s t-test).

from the first to the 10th stimulus, with an average decrease of -77.75 ± 1.67% (Fig. 3.17 A, and C, open bar, n=25). In pilocarpine-treated animals, the depression in amplitude was significantly diminished (average decrease: -44.9±7.6 % , n=15, Fig. 3.17 B, and C, gray bar. Mann Whitney U test, p=0.0002). The paired pulse experiments suggest that in epileptic animals the release probability of synapses onto basket cells is reduced. Hence, they should be recruited less efficiently at the beginning of a stimulus train (see Section 3.1.5). If this hypothesis holds true, than also the absolute amplitude of the IPSCs at the beginning of a stimulus train should also reduced. To examine this, IPSC amplitudes of the first and 10th IPSC were compared between control and epileptic rats (Fig. 3.17 D). In control animals, the first IPSC had an average amplitude of 197.47 ± 23.73 pA (Fig. 3.17 D) whereas in epileptic animals, IPSC amplitude was significantly reduced (85.04 ± 17.12 pA, Student’s t-test, p=0.0018). In contrast, amplitude of the 10th IPSC was not significantly changed in epileptic animals (p=0.67).

To further assess whether the changes above lead to an overall reduction in inhibitory input, the charge transfer over the whole stimulus train was analyzed (Fig. 3.17 E), revealing a significant reduction in epileptic animals (11.4 nA*ms compared to 7.3 nA*ms for control and epileptic animals, respectively. Student’s t-test, p=0.04).

During theta patterned feed-back stimulation, the differences in interburst dynam-
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![Figure 3.16: Changes of action potential properties in epileptic animals.](image)

For measurement of action potential (AP) threshold (A), maximal slope (B), half width (C) and AP amplitude (D) current injections inducing two APs inside the first 50 ms were selected and the first AP analyzed. Bargraphs show average ± SEM. *, ** and *** depict p < 0.05, 0.01 and 0.001, respectively (Tukey’s post-hoc test). BC: Basket cells, PD: PD cells, OLM: OLM cells, PC: Pyramidal cells.

Electrophysiological changes between control and epileptic animals were even more pronounced than during 50 Hz stimulation (Fig. 3.18 C, example recordings in panel A and B). Under control conditions, IPSC amplitude decreased -51.44 ± 3.80 % from the first to the 10th burst (Fig. 3.18 A, C, n=9). In epileptic animals, this interburst depression was strongly reduced, with an average reduction of only -10.56 ± 11.49 % (Fig. 3.18 B, C, n=9. Mann Whitney U test, p=0.004).

When looking at the intraburst dynamics (Fig. 3.18 D), in all cases IPSC amplitude decreased from the first to the third stimulus with only dynamics inside the first burst being significantly changed under epileptic conditions (left panel: first burst, p=0.02; right panel: 10th burst, p=0.44, Mann Whitney U-test). This shift, however, was less pronounced than during the interburst dynamics. When comparing the absolute IPSC amplitudes in control and epileptic animals, the first IPSC inside the first burst decreased from 93.76 ± 11.49 pA to 44.37 ± 6.7 pA (Fig. 3.18 E, Student’s t-test, p=0.0019). In contrast, the first IPSC inside the 10th burst was not significantly different from control animals (p=0.39, Student’s t-test). In this stimulus protocol, the charge transfer during the first and the 10th stimulus burst were analyzed separately. In accordance to the alteration seen in the absolute IPSC amplitude, only the charge transfer inside the first burst was significantly reduced in epileptic animals, while the charge transfer inside the last burst remained
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Figure 3.17: Changes in inhibitory input onto CA1 pyramidal cells in epileptic animals. (A) Upper traces: representative recordings of feed-back IPSCs in a sham-injected animal before (ACSF) and after application of gabazine (SR). Lower trace: the gabazine sensitive component was isolated by subtraction. Feed-back IPSCs were elicited with alveus stimulation and PSCs recorded in pyramidal cells clamped at -65 mV. (B) Representative recordings in an epileptic animal. (C) % Change in IPSC amplitude from the first to the 10th stimulus. IPSC amplitude was measured as indicated in A (see dashed blue lines). (D) Comparison of absolute IPSC amplitude between control and epileptic animals. (E) The charge transfer was calculated over the whole stimulus train, as indicated in A. Boxplots in C show median, standard deviation, maximum and minimum; bargraphs in D and E show average ± SEM. *, ** and *** indicate p < 0.05, 0.01 and 0.001, respectively.

unchanged. These data further suggest that during repetitive activity initial feed-back inhibition is reduced in epileptic animals.

The recorded IPSCs mainly reflect the inhibitory input pyramidal cells receive, while the actual inhibitory effect of this input can better be estimated by means of the deflection in the membrane potential. To further evaluate feed-back inhibition in epileptic animals, I therefore repeated the stimulation experiments while recording postsynaptic inhibitory potentials (IPSPs) in pyramidal cells (Fig. 3.19). In control animals, IPSP dynamics during 50 Hz stimulation mirrored behavior of inhibitory currents with large amplitude IPSPs at the beginning of a stimulus train, that decreased strongly upon repetitive stimulation (Average change: -57.5 ± 3.6 %, Fig. 3.19 A, upper panel, B. n=20). In epileptic animals the IPSP amplitude decreased on average -34.0 ± 9.5 % (Fig. 3.19 A, lower panel, B. n=21). This reduction in IPSP depression however was not significantly different from
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Figure 3.18: Changes in inhibitory input during theta patterned feed-back activity. (A) Upper traces: representative recordings of feed-back IPSCs in a sham-injected animal before (ACSF) and after application of gabazine (SR). Lower trace: the gabazine sensitive component was isolated by subtraction. Stimulation was carried out analogous to Fig. 3.17 and only the response to the first and the 10th burst are shown. (B) Representative recordings in an epileptic animal, analogous to A. (C) % Change in IPSC amplitude over the burst train. The first IPSC of the first burst was compared to the first IPSC of the last three bursts. IPSC amplitudes were measured as indicated in A (see dashed blue lines). (D) Intraburst dynamics inside the first (left panel) and the last burst (right panel). In both cases the first IPSC was compared to the third. (E) Comparison of the absolute IPSC amplitude between control and epileptic animals. Only the first IPSC inside the first and 10th bursts was analyzed. (E) The charge transfer during the first and the last burst were analyzed separately. Boxplots in C and D show median, standard deviation, maximum and minimum; bargraphs in E and F show average ± SEM.* , ** and *** indicate p < 0.05, 0.01 and 0.001, respectively.

control data (Fig. 3.19 B, Mann Whitney U test, p=0.07).

During theta patterned feed-back stimulation, initial stimulation elicited large IPSP bursts that decreased strongly over the train with an average change in IPSP amplitude of -54.9 ± 3.7 (Fig. 3.20 A,C, open bar, n=22). In epileptic animals, the first stimulus in the train elicited only small IPSPs that changed only little over the stimulus train (average decrease: -16.0 ± 10.4 %, n=21, Fig. 3.20 A,C, filled bar). This shift in interburst dynamics was highly significant from control data (p=0.0001, Mann Whitney U-test). In contrast, the dynamics inside the bursts were not changed in epileptic animals. In both groups, IPSP amplitude increased from the first to the third EPSP, in both, the
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Figure 3.19: IPSP dynamics during 50 Hz stimulation are not changed in epileptic animals. (A) Upper traces: representative recordings of feedback IPSPs in a sham-injected animal before (ACSF, black trace) and after application of gabazine (SR, gray trace). Lower traces: Corresponding recordings in an epileptic animal. (B) % Change in IPSP amplitude from the first to the 10th stimulus. IPSP amplitude was measured as peak voltage deflection relative to baseline. Boxplots show median, standard deviation, maximum, and minimum.

Figure 3.20: Changes in IPSP dynamics during theta burst stimulation mirror changes observed in inhibitory currents. (A) Example recordings in a control animal before (ACSF, black trace) and after application of gabazine (SR, gray trace). Only responses to the first (left) and 10th burst (right) are shown. (B) Corresponding recordings in an epileptic animal. (C) Interburst change from the first IPSP in the first burst relative to the first IPSP in the last three bursts. (D) IPSP dynamics inside the first (left panel) and the last burst (right panel). The third intraburst IPSP was compared to the first. IPSP amplitudes were measured as peak voltage deflection relative to baseline. Boxplots show median, standard deviation, maximum, and minimum. *** depicts p < 0.001 (Mann Whitney U-test).
Changes in the absolute amplitude of IPSCs and IPSPs are also influenced by additional factors, such as the number of stimulated axons or changes in intrinsic cell properties. Hence, they are difficult to interpret. However, both IPSC and IPSP data taken together suggest that in addition to changes in short term dynamics, the initial inhibition is reduced in epileptic animals.
3.2 Anticonvulsant drug action on inhibitory microcircuits

In the second part of this thesis, I analyzed the effects of the sodium channel blocking anticonvulsant drugs on the different components of CA1 inhibitory microcircuits. Initially, AED effects were tested in healthy control animals.

Figure 3.21: Carbamazepine effects on firing properties of principal neurons. (A) Morphological reconstruction of a representative pyramidal neuron. (B) Effects of 30 µM CBZ on intrinsic firing induced by current injection (lowermost traces 225, 400 and 700 pA, 1000 ms) in the cell shown in panel A. (C) Corresponding input-output relation of the average firing rate during the 1 s current injection vs. the magnitude of the current injection. (D) Effects of CBZ on the maximal discharge frequency measured during the 1s current injection. Bargraphs show average ± SEM (** denotes p < 0.01). (E) CBZ effects on the maximal firing rate measured during the first 50, 100, 200, 500 and 1000 ms of current duration (see insets. * p < 0.05, ** p < 0.01, Wilcoxon signed-rank test). (F) Percent reduction in firing frequency by CBZ within the different time intervals shown in E.
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3.2.1 CBZ effects on CA1 pyramidal neurons in control animals

One important unit within the CA1 micronetwork are the excitatory pyramidal neurons, as they are both, source of input and primary target of local interneurons. Additionally, the sensitivity of hippocampal pyramidal cells to carbamazepine and other sodium channel blockers is one important feature of their anticonvulsant drug action. Therefore, drug effects on CA1 pyramidal cells can serve as reference frame to evaluate CBZ action on GABAergic interneurons. First, the impact of CBZ (30 µM) on CA1 pyramidal cell firing was tested with long, one second current injections of different magnitude (Fig. 3.21 A-C). This approach ensured that CBZ effects on pyramidal cells were analyzed isolated from any network effect. Additionally, the long current injections mimic periods of strong depolarizations and firing that occur during seizure activity. To analyze CBZ effects, the current injection magnitude inducing the maximal firing rate under control condition was selected. CBZ effects on the firing rate were analyzed during the same current injection magnitude (see Fig. 3.21 C). CBZ reliably reduced the maximal firing rate on average by 20.1 ± 2.3 % (Fig. 3.21, n=9, p=0.008, Wilcoxon signed-rank test, Fig. 3.21 D).

To further assess how the reduction of firing rates develops over the action potential train, the maximal firing rates obtained for different time intervals from onset of the current injection (Fig. 3.21 E) were examined, and the % reduction in firing rate for these time intervals (Fig. 3.21 F) calculated. This analysis shows that, in a concentration of 30 µM, CBZ reduces firing significantly after a current duration of ≥ 200 ms (see asterisks in Fig. 3.21 E, F, Wilcoxon signed-rank test).

To complement the results based on current injections, I additionally analyzed the sensitivity of CA1 pyramidal cell firing to CBZ when driven by synaptic inputs. Therefore, I activated CA1 pyramidal neurons synaptically with electrical stimulation of Schaffer collaterals while recording the elicited action potentials in the cell-attached configuration (25 stimuli at 50 Hz, Fig. 3.22 A,B). Since CA3 neurons are highly interconnected, stimulation of Schaffer collaterals might induce network events. Therefore, recurrent activity was prevented with a cut between CA1 and CA3. As for somatic current injections, a significant block by CBZ was observed only late in the stimulus train after a period of 400 ms (Fig. 3.22 C,D, n=9, asterisks indicate significant differences, Wilcoxon signed-rank test, p=0.004 for both the 400 and 500 ms time interval).

Previous studies suggest, that CBZ might have additional effects on glutamate release (Hood et al., 1983; Sitges et al., 2007). Although these results are controversial (Olpe et al., 1985), I excluded that effects on synaptically induced firing were due to direct effects on excitatory transmission driving the action potentials. I repeated the stimulation protocol used in the previous experiment and recorded Schaffer collateral EPSCs in CA1 pyramidal cells in the whole-cell configuration. Under these conditions, no CBZ effects on EPSCs were observed (Fig. 3.23 n=5, Wilcoxon signed rank test).
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Figure 3.22: Carbamazepine effects on synaptically induced firing of principal neurons. (A) Recording configuration to examine CBZ effects on synaptically induced firing. Schaffer collaterals were stimulated with a bipolar steel electrode placed in the radiatum while firing was monitored with cell-attached recordings. To prevent recurrent excitation a cut was made between CA1 and CA3. (B) Raster plot of action potential firing during a 50 Hz stimulus train of 500 ms duration. All three conditions (control, application and washout) were conducted in the presence of the GABA<sub>A</sub> blocker gabazine (10 µM). (C, D) CBZ effects on the average firing frequency during consecutive 100 ms intervals (C) and the corresponding magnitude of reduction in synaptically driven firing frequency in % (D).

Figure 3.23: Effects of CBZ on Schaffer collateral EPSCs. (A-C) Effects of CBZ on Schaffer collateral EPSCs (25 stimuli @ 50 Hz) recorded in the presence of 10 µM gabazine. Stimulation was carried out as in Fig. 3.22A and EPSCs were recorded in the whole-cell configuration. (A) Representative recordings under control conditions (upper trace), in 30 µM CBZ (middle trace) and after washout (lower trace). Traces show averages from 10 consecutive sweeps and stimulus artifacts were truncated. (B) Quantification of peak EPSC amplitude showed no effect of CBZ on excitatory Schaffer collateral inputs. (C) Peak EPSCs after CBZ application normalized to the mean of control and washout. Gray traces correspond to individual cells, black trace shows average ± SEM.
3.2.2 CBZ effect on CA1 interneurons

Next, I investigated CBZ effects on the firing behavior of basket cells, proximal dendritic interneurons and OLM interneurons. During long 1s current injections, firing of all three categories was significantly reduced, albeit to a different degree. The maximal average firing rate of perisomatically targeting basket cells and distal dendritic targeting OLM interneurons was reduced by 23.6 ± 7.6 % and 27.2 ± 6.7 %, respectively (Fig. 3.24 A-B. Left panel: BCs, n=7, p=0.015. Right panel: OLM cells, n=7, p=0.015, Wilcoxon signed-rank test). In contrast, firing of PD interneurons was strongly affected (reduction of maximal average firing rate by 55.2 ± 7.6 %, n=7, p=0.015, Wilcoxon signed-rank test, Fig. 3.24 A-B, middle panel). When comparing the effects of CBZ between pyramidal neurons and the different interneuron types, a stronger inhibition of proximal dendritic cells vs. all other cell types was observed (ANOVA (F(3,25)=6.543, p=0.002, post-hoc Tukey test: p=0.008, p=0.022 and p=0.002 vs. basket cells, OLM cells and pyramidal neurons, respectively; Fig. 3.25).

Following this, I examined how the CBZ effects on interneuron subtypes evolve with increasing current injection duration (Fig. 3.24 C,D). Similar to pyramidal cells, all interneuron subtypes showed an increase in blocking effects with increasing current durations. In all three subtypes, significant effects of CBZ were observed for current injection durations ≥ 200 ms (Fig. 3.24 C,D, asterisks indicate p<0.05, Wilcoxon signed rank tests). Additionally, I examined the effects of CBZ on further passive and active cell properties in all four neuron types (see summary of results in Table 3.1 and Table 3.2). There were significant effects of CBZ on action potential properties of pyramidal neurons, basket cells and OLM cells. However, in interneurons these effects were invariably quite small (~10%).

As a next step within this microcircuit I examined how CBZ affects interneuron firing when induced by synaptic activation. I therefore stimulated CA1 pyramidal cell axons with a stimulation electrode placed into the alveus (see Section 2.6 for stimulation configuration). Firing of different interneuron subtypes was monitored with cell-attached recordings (see Fig. 3.26 A for representative cell-attached recordings). Following these recordings, cells were repatched in the whole-cell patch-clamp configuration, to allow for biocytin filling and post hoc morphological identification. Due to the synaptic delay, spike latency of synaptically elicited firing in interneurons was significantly larger than that of antidromically elicited spikes recorded in CA1 pyramidal cells (see insets in Fig. 3.26 A, Fig. 3.26 B, n=6, 5, 5, and 4 for pyramidal neurons, BCs, PD cells and OLM cells respectively).

During stimulation trains of 10 stimuli at 50 Hz, OLM interneurons showed a progressive increase in discharge probability during the trains, whereas basket- and PD cells displayed a high initial firing probability that decreased sharply after the first 50 ms of the stimulus train (Fig. 3.26 C, upper panels show representative raster plots from individual
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Figure 3.24: Carbamazepine effects on intrinsic firing properties of different types of GABAergic interneurons. (A) Effects of 30 µM CBZ on intrinsic firing induced by current injections in a representative basket cell (BC, left panel), a PD cell (middle panel) and an OLM interneuron (right panel). (B) Summarized CBZ effect on maximal firing rates of basket cells (BC, left panel), proximal dendritic targeting cells (PD, middle panel) and distal dendritic interneurons (OLM, right panel, * denotes p < 0.05) during 1s current injections. (C) CBZ effects for different current injection durations measured from the onset of the current injection. (D) % reduction in the maximal firing rate for the different time intervals from panel C.
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Figure 3.25: Comparison of CBZ effects on interneurons and pyramidal cells during different current durations. At the longest current injection durations (500 and 1000 ms), PD interneurons are affected significantly more compared to other types of neurons. * denotes $p < 0.05$, ANOVA with post-hoc Tukey test.

Table 3.1: Effects of CBZ on passive cell properties of different neuronal cell types. Input resistance was calculated from small voltage deflections induced by current injections ranging from -50 to +50 pA with a linear fit. $\tau$ was estimated using negative current injections and a standard exponential fit. Cell capacity was calculated from $R_{in}$ and $\tau$. Statistically significant p-values are indicated with asterisks (Wilcoxon signed rank test).

<table>
<thead>
<tr>
<th></th>
<th>Mean ACSF/Wash</th>
<th>CBZ</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean ± SEM</td>
<td>Mean ± SEM p</td>
</tr>
<tr>
<td>Pyramidal neurons</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$R_{in}$ (M(\Omega))</td>
<td>70.37 4.93</td>
<td>64.70 5.65 0.195</td>
</tr>
<tr>
<td>$\tau$ (ms)</td>
<td>27.08 1.89</td>
<td>24.485 1.94 0.156</td>
</tr>
<tr>
<td>C (nF)</td>
<td>0.38 0.02</td>
<td>0.384 0.03 0.938</td>
</tr>
<tr>
<td>Basket cells</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$R_{in}$ (M(\Omega))</td>
<td>190.46 51.60</td>
<td>165.87 49.13 0.688</td>
</tr>
<tr>
<td>$\tau$ (ms)</td>
<td>14.59 2.66</td>
<td>13.95 2.52 0.297</td>
</tr>
<tr>
<td>C (nF)</td>
<td>0.10 0.02</td>
<td>0.09 0.01 0.078</td>
</tr>
<tr>
<td>PD cells</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$R_{in}$ (M(\Omega))</td>
<td>161.85 31.47</td>
<td>166.89 33.64 0.469</td>
</tr>
<tr>
<td>$\tau$ (ms)</td>
<td>14.46 2.43</td>
<td>14.11 1.55 0.938</td>
</tr>
<tr>
<td>C (nF)</td>
<td>0.10 0.01</td>
<td>0.10 0.02 1.063</td>
</tr>
<tr>
<td>OLM cells</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$R_{in}$ (M(\Omega))</td>
<td>217.21 31.30</td>
<td>194.75 32.39 0.297</td>
</tr>
<tr>
<td>$\tau$ (ms)</td>
<td>31.84 4.40</td>
<td>27.45 4.03 0.031</td>
</tr>
<tr>
<td>C (nF)</td>
<td>0.17 0.01</td>
<td>0.16 0.01 0.688</td>
</tr>
</tbody>
</table>

neurons, lower panels show the firing probability during the stimulation train). This temporal pattern of synaptically induced firing can be explained by the different short-term dynamics of excitatory inputs onto interneuron subtypes that were investigated in the first part of this thesis (see Section 3.1.2): In OLM cells feed-back EPSPs show a pronounced frequency-dependent facilitation, whereas this input to basket- and PD neurons shows a strong depression.

Surprisingly, CBZ failed to affect synaptically driven firing in any of the interneuron subtypes during a 200 ms stimulus train (Fig. 3.26 C, n=7, 7 and 6 for BCs, PD cells and OLM cells), even though firing elicited with prolonged current injections was affected
Table 3.2: Effects of CBZ on active properties of different neuronal cell types. For analysis, both, APs at the beginning of the current injection (0-50 ms after onset of the current injection, left column) as well as later in the action potential train (300-500 ms following onset of the current injection, right column) were selected (see Methods for details). Values for fast afterhyperpolarizations (fAHP) are given relative to action potential threshold. Statistically significant p-values are indicated with asterisks (Wilcoxon signed rank test).

in all three classes of interneurons (compare Fig. 3.24 C,D). Likewise, CBZ also failed to affect synaptically driven firing during 100 Hz stimulation trains, mimicking high-frequency activation typically present during physiological ripples and epileptogenic high-frequency oscillations (Bragin et al. 1999; Ibarz et al. 2010, Fig. 3.26 D, n-numbers as for the 50 Hz stimulation). This was most likely due to the strong depression of afferent synapses that caused PD interneurons as well as basket cells to fire only briefly at the onset of a stimulus train (total number of action potentials per train: BCs: 3.4 ± 0.5 for 50 Hz and 1.7 ± 0.3 for 100 Hz stimulation frequencies, PDs: 3.6 ± 0.4 for 50 Hz and 1.3 ± 0.1 for 100 Hz stimulation frequencies; see insets in Fig. 3.26 D left and middle panel). The period of rapid firing is therefore probably too short for the development of a use-dependent block. Indeed, when examining firing within the first 50 or 100 ms after onset of current injection, the discharge frequency of none of the interneuron types was altered by CBZ (see Fig. 3.24 C,D). Thus, even in PD interneurons that are in principle very sensitive to CBZ, a use-dependent Na⁺ channel block cannot develop, due to the strongly depressing nature of interneuron firing when synaptically recruited.
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Figure 3.26: Carbamazepine effects on synaptically induced firing of interneurons. (A) Cell attached recordings of a pyramidal cell (PC), a basket cell (BC), a bistratified cell (PD) and an OLM interneuron. Stimulation was conducted as in Fig. 3.24 A. (B) The latency of antidromic spikes in PCs is significantly shorter than those observed in interneurons as estimated with an ANOVA and a subsequent Tukey’s post-hoc test. *, ** and *** indicate p < 0.05, 0.01 or 0.001, respectively. (C) Synaptically induced firing of interneurons is not affected by CBZ during a 200 ms stimulus train at 50 Hz (Upper panels: Raster plots of action potential firing, 50 Hz stimulus train, lower panels: Average firing probability during trains of 10 stimuli @ 50 Hz). (D) Synaptically induced firing of interneurons by stimulation trains composed of 5 stimuli @ 100 Hz. Insets depict the total number of action potentials induced during stimulus trains.

In contrast, OLM cells are reliably recruited during synaptic stimulation trains (Fig. 3.26 A and Fig. 3.26 C,D, rightmost panels) and are able to follow synaptic stimulation over a longer period of time. Nevertheless, this did not translate into a reduction of
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synaptically driven firing during 50 or 100 Hz stimulation trains (Fig. 3.26 C,D rightmost panels) although in somatic current injections a duration of 200 ms was sufficient to reveal a reduction in firing rate. Because OLM cells faithfully follow synaptic stimulation over a longer period (unlike basket or PD cells), I also tested longer trains of synaptic stimulation to exclude that effects might materialize only during prolonged recruitment (as seen for pyramidal cells, compare Fig. 3.22 C and D). During these experiments, stimulus strength was set to elicit the maximal number of action potentials over the train. Indeed, when maximal stimulation was carried out with 25 stimuli at 50 Hz firing rate of OLM cells decreased only little over the stimulus train (Fig. 3.27 A,B, n=7). Nevertheless, the firing frequency over the stimulus train was largely unaffected by CBZ (Fig. 3.27 A-C, Wilcoxon signed-rank test, n=7) with an average reduction in APs per train of 9.78 ± 5.8% (see inset in Fig. 3.27 B, Wilcoxon signed-rank test, p=0.03).

Figure 3.27: Carbamazepine effects on OLM interneuron firing during prolonged synaptic activation. (A) Raster plots of synaptically induced firing of OLM cells with longer stimulation trains of 500 ms at 50 Hz under control conditions, during application of CBZ and after washout. Stimulus strength was adjusted to elicit the maximal number of action potentials over the train. (B) Average firing frequency binned over 100 ms periods of stimulation. Inset shows effects on the number of action potentials over the whole stimulus train. (C) Percent reduction of firing for the different time intervals. These experiments reveal a minor effect on synaptically driven OLM cell firing (* indicates p < 0.05).

The interpretation of drug effects in the alveus stimulation experiments relies on the assumption that the CA1 pyramidal cell recruitment is not affected by the presence of CBZ. I examined CBZ effects on antidromic firing of pyramidal cells during alveus stimulation using cell-attached recordings (Fig. 3.28 see panel A for recording configuration). To exclude modulation of pyramidal cell firing by feed-back inhibition via CA1 interneurons, experiments were conducted in presence of gabazine (10 µM). Antidromically activated cells were identified based on the spike latency (Compare Fig. 3.26 A,B. Average latency: 1.1 ± 0.1 ms, n=5). The firing of pyramidal cells was not affected by CBZ during 500 ms stimulation trains at 50 Hz (Fig. 3.28 B-D, n=5), suggesting that CBZ effects on inhibitory micronetworks are not contaminated by changes in CA1 pyramidal cell recruitment.
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Figure 3.28: Firing of CA1 neurons during alveus stimulation is undisturbed by CBZ. (A) Stimulation of CA1 pyramidal cell axons was carried out in the presence of 10 µM gabazine and antidromically elicited action potentials were recorded in the cell attached configuration. (B-C) Representative recording (B) and corresponding raster plots (C) of antidromic spikes in a CA1 pyramidal cell (25 stimuli @ 50 Hz). (D) Average firing frequency during direct stimulation of pyramidal cell axons remains unaffected by CBZ.

3.2.3 Impact of CBZ on feed-back inhibition of pyramidal cells

The interneurons I focused on in this study represent only part of all interneuron subgroups that are present within CA1. However, CA1 pyramidal neurons are the main target of the local inhibitory interneurons. Hence, inhibition impinging on CA1 pyramidal neurons will reflect the summed activity of CA1 interneurons. Any potential effects of CBZ on interneuron firing would therefore manifest in a changed inhibition of principle cells. As a next step in this microcircuit I therefore studied whether feed-back inhibition recorded in CA1 pyramidal cells is altered by CBZ. For this, I stimulated the alveus with 50 or 100 Hz stimulation trains, causing synaptic activation of feed-back microcircuits (see Fig. 3.29 A for recording configuration). The stimulation induced pyramidal cell IPSCs were then isolated by subtraction of traces obtained in the presence of gabazine (10 µM, Fig. 3.29 B,C). There was no significant effect of CBZ (30 µM) on the peak amplitude of consecutive IPSCs over the stimulus train at either 50 (n=6, Fig. 3.29 B) or 100 Hz stimulation frequencies (n=7, Fig. 3.29 C, summary in Fig. 3.29 D). Similarly, the charge transfer over the stimulus train was not affected (Data not shown; n=6, p=0.156 and n=7 p=0.821 for 50 and 100 Hz respectively, Wilcoxon signed-rank test).
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Figure 3.29: Carbamazepine effects on GABAergic feed-back inhibition. (A) Recording configuration used to elicit feed-back inhibition. (B, C) Representative recordings of feed-back PSCs with sequential application of 30 μM CBZ, washout of CBZ and application of 10 μM gabazine (left traces). Feed-back IPSCs were isolated by subtracting traces in the presence of gabazine from all other traces (right traces, panel B, 50 Hz, panel C, 100 Hz stimulation). (D) Quantification of the peak IPSCs for 50 and 100 Hz stimulation under control conditions, in the presence of CBZ and after washout. IPSC amplitude was measured as in Fig. 3.17.

3.2.4 Impact of CBZ on feed-forward inhibition of CA1 pyramidal cells

The second major excitatory input to CA1 interneurons is from CA3 pyramidal cell axons in a feed-forward manner. I therefore studied the impact of CBZ on feed-forward inhibition by stimulating CA3 pyramidal cells with a stimulation electrode placed into stratum pyramidale of CA3 while recording pyramidal cells in CA1 (Fig. 3.30 A). In these experiments, the cut separating CA3 from CA1 was omitted (see Methods, Section 2.7). This stimulation gave rise to large feed-forward IPSCs, with a small EPSC component (Fig. 3.30 B). In these experiments, due to the maintained connection with CA3, application of gabazine often resulted in the induction of network events within the CA3 region that propagated to CA1. Subtraction of traces recorded in the presence of gabazine was therefore not feasible in most experiments. However, as shown in Fig. 3.23, Schaffer collateral EPSCs are not affected by CBZ. Therefore an analysis of feed-forward inhibition will not be contaminated by CBZ effects on the underlying EPSC component. Similar to feed-back inhibition, measurement of the positive peak of consecutive postsynaptic currents
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(PSCs) showed that feed-forward inhibition was unaffected by CBZ at both 50 and 100 Hz (Fig. 3.30 B, summary in Fig. 3.30 C (n=5) and D (n=7), Wilcoxon signed-rank test). The charge transfer over the stimulus train was also unaffected (n=6, p=0.156 and n=7 p=0.821 for 50 and 100 Hz respectively, Wilcoxon signed-rank test, data not shown).

![Figure 3.30: Carbamazepine effects on GABAergic feed-forward inhibition.](image)

3.2.5 Effects of additional anticonvulsants on inhibitory microcircuits

The data so far suggest, that due to temporal dynamics inside of CA1 microcircuits, feed-back and feed-forward inhibition are undisturbed by CBZ. To examine if this is also true for other anticonvulsants with Na\(^+\) channel blocking activity, I examined two additional classical anticonvulsant, phenytoin (PHT, 50 µM) and lamotrigine (LTG, 25 µM, see Section 1.4). As a control experiment I started with current injection experiments in pyramidal cells analogous to the experiments with CBZ (see Fig. 3.21).

Both, LTG and PHT caused a significant inhibition of pyramidal cell firing with a reduction in maximal discharge frequency of 25.2 ± 2.4 % and 48.1 ± 4.9 % for LTG and PHT, respectively (Fig. 3.31 A,B, n=6, p =0.03 for both, LTG and PHT).
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Figure 3.31: Effects of lamotrigine and phenytoin on pyramidal cell firing. (A) Left panel: Representative recordings before, during application and after washout of LTG (25 µM). Right panel: LTG (n=7) reduces maximal average firing rate of pyramidal cells by 25.2 %. Asterisks indicate p < 0.05. (B) PHT (50 µM) reduces maximal firing rate of pyramidal cells by 48.1 % (n=6, summary plot in right panel).

Following these experiments, effects of both anticonvulsants on feed-back inhibition were analyzed. Despite the blocking effect on pyramidal neuron firing, no effects on the peak amplitude of IPSCs during feed-back stimulation could be observed for LTG (Fig. 3.32 A) for neither 50 nor 100 Hz stimulation (Fig. 3.32 C,D, left panels, n=6, Wilcoxon signed-rank test). PHT exhibited minimal effects on the peak IPSCs, with only a single individual data point during the 100 Hz stimulation train reaching the level of statistical significance (Fig. 3.32 B, summary in Fig. 3.32 C,D, right panels. 50 Hz: n=6; 100 Hz: n=7, Wilcoxon signed-rank test). However, neither LTG nor PHT had any significant effect on the charge transfer at both 50 and 100 Hz stimulus trains (LTG: n=7, p=0.56 and n=6, p=1.0 for 50 and 100 Hz respectively; PHT: n=6, p=0.68 and n=7, p=0.68 for 50 and 100 Hz respectively, Wilcoxon signed-rank test). These data suggest that – in addition to CBZ – other Na\(^+\) channel acting anticonvulsants also leave inhibition intact.

3.2.6 Anticonvulsant drug action in the epileptic hippocampus

The results so far suggest that the temporal dynamics of interneuron recruitment are one key parameter rendering inhibition resistant to sodium channel blocking anticonvulsants. However, in the first part of my study I was able to show that the temporal dynamics of interneuron recruitment are altered in chronic epilepsy. The epilepsy associated shift to facilitation in both basket and PD cells is likely to alter their firing patterns during periods of CA1 pyramidal cell activity. CBZ effects on interneuron firing, however, depend on the duration of this firing, as shown in the current injection experiments (see Fig. 3.24). Epilepsy associated changes in the synaptic recruitment of interneurons might therefore increase the impact of anticonvulsants on synaptically induced firing of interneurons. Furthermore, the pharmacological properties of interneuron subgroups might change in epilepsy, as has been reported for excitatory neurons in TLE (Remy et al., 2003; Schaub).
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Figure 3.32: Effects of additional anticonvulsants on GABAergic inhibition. (A,B) Effects of LTG (panel A, 25 µM) and PHT (panel B, 50 µM) on feed-back inhibition measured as in panel A-C of Fig. 3.29. (C,D) Quantification of the peak IPSCs for 50 Hz (C) and 100 Hz (D) stimulation under control conditions, in the presence of CBZ and after washout. Asterisk indicates p < 0.05, Wilcoxon signed-rank test.

et al., 2007). Epilepsy associated alterations in interneurons could therefore further change the response of GABAergic inhibition to anticonvulsant drugs. To test whether the responsiveness of inhibitory microcircuits is changed in epilepsy, I thus went on to study the effects of CBZ in pilocarpine treated, chronically epileptic rats.

I first assessed the effects of CBZ on repetitive firing of pyramidal neurons induced with current injections in epileptic rats. These experiments were conducted exactly as described previously for control animals (Fig. 3.21). After application of CBZ, consistent decreases in the firing rate were observed (Fig. 3.33 A,B; n=9). The effects were use-dependent, increasing with the duration of the current injection (Fig. 3.33 C, black symbols; gray
symbols are values from control animals shown for the sake of comparison). The differences between the CBZ effects in control and epileptic animals were not significant.

Figure 3.33: Effects of CBZ on pyramidal neurons in the chronically epileptic hippocampus. (A) Effects of 30 μM CBZ on the maximal discharge frequency measured during 1 s current injections in pilocarpine-treated rats. (B) CBZ effects on the maximal firing rate measured during the first 50, 100, 200, 500, and 1000 ms of current duration (see Fig. 3.21). (C) Percent reduction in firing frequency by CBZ within the different time intervals shown in B. For comparison, data from control animals (see Fig. 3.21) are indicated in gray. * depicts p < 0.05 and ** depicts p < 0.01, Wilcoxon signed-rank test.

Inhibition impinging on pyramidal cells are the result of firing of all interneuronal subtypes. Any effect of CBZ on interneuron firing would therefore result in a reduction of feed-back inhibition. CBZ effects of GABAergic inhibition in epileptic rats were therefore tested by means of feed-back inhibition recorded in CA1 pyramidal neurons. Experiments were performed as shown for control animals (Fig. 3.34 A). Pyramidal cell IPSCs were isolated by subtraction of traces obtained in the presence of gabazine (10 μM; Fig. 3.34 B,C). There was no significant effect of CBZ (30 μM) on the peak amplitude of consecutive IPSCs over the 50 and 100 Hz stimulus trains (Fig. 3.34 D; 50 Hz, n=7; 100 Hz, n=10; n.s., Wilcoxon signed rank test). Similarly, the charge transfer over the stimulus train was not affected (data not shown; n=7, p=0.93 and n=10, p=0.92 for 50 and 100 Hz, respectively; Wilcoxon signed rank test). These data suggest that in the chronically altered epileptic hippocampus inhibition remains unaffected by application of the sodium channel blocker carbamazepine.
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Figure 3.34: Effects of CBZ on feed-back inhibition in the chronically epileptic hippocampus. (A) Recording configuration used to elicit feed-back inhibition. (B, C) Representative recordings of feed-back PSCs with sequential application of 30 µM CBZ, washout of CBZ, and application of 10 µM gabazine (leftmost traces). Feed-back IPSCs were isolated by subtracting traces recorded in the presence of gabazine (rightmost traces; B, 50 Hz stimulation; C, 100 Hz stimulation). (D) Quantification of the CBZ effect on peak IPSCs during 50 and 100 Hz stimulation. Bottom, Peak IPSCs after CBZ application normalized to the mean of control and washout. Gray traces correspond to individual cells; the black trace shows average ± SEM.
4 Discussion

4.1 Changes of inhibitory microcircuits in epilepsy

In the first part of this thesis I investigated epilepsy associated alterations in the spatio-temporal pattern of feed-back inhibition in the CA1 area of the hippocampus. In control animals, I observed differences in the temporal pattern of excitatory inputs depending on the postsynaptic interneuron subtype. Perisomatically targeting basket cells and proximal dendritic targeting PD interneurons initially received strong excitatory inputs followed by synaptic depression. In contrast, inputs to distally innervating OLM interneurons facilitated during prolonged repetitive activation. In chronic epileptic animals these temporal dynamics onto perisomatic cells were changed. Excitatory inputs from CA1 to both, basket and PD cells shifted from a depressing to a facilitating phenotype. Concomitantly, feed-back inhibition onto CA1 pyramidal cells was no longer depressing but showed short-term facilitation. Furthermore, initial feed-back inhibition during short bursts of activity was reduced. These changes were accompanied by an overall decrease in the inhibitory charge transfer during periods of prolonged activation. Thus, both the spatio-temporal pattern of feed-back inhibition and its amplitude were changed in epilepsy. In the following, I will first review the role of short-term dynamics within the healthy brain and then discuss potential implications of their changes in epilepsy.

4.1.1 Short-term dynamics of inhibitory microcircuits in the healthy brain

Methodological considerations: Stimulus patterns and alveus stimulation

The excitatory inputs from CA1 pyramidal cells onto CA1 interneurons critically depend on the temporal activity pattern of these pyramidal cells. This firing pattern itself is modulated by the several network oscillations that are present during different states of the brain (Klausberger and Somogyi, 2008). The stimulus paradigms I used in this study were chosen to mimic the temporal activity patterns that pyramidal cells exhibit during certain hippocampal network oscillations.

The hippocampal theta rhythm is a field potential oscillation in a frequency band of 5-10 Hz. It is characteristic of exploratory behavior and REM sleep (Vanderwolf, 1969; Buzsaki, 2002). During exploratory behavior, the firing of individual pyramidal cells is linked to specific locations within an environment (O’Keefe and Dostrovsky, 1971; O’Keefe, 1976). These cells are called ‘place cells’ and their encoded spatial areas are referred to as
their respective ‘place fields’ (O’Keefe, 1976, 1979). While active, the firing of place cells is phase locked to the theta rhythm (Buzsáki et al., 1983; Kamondi et al., 1998; Csicsvari et al., 1999; Buzsáki, 2002). A second form of hippocampal oscillations are gamma oscillations within a frequency band of 30-85 Hz. They are associated with a number of cognitive functions including sensory processes, selective attention and memory (Colgin and Moser, 2010; Yamamoto et al., 2014). During exploratory behavior they occur nested within theta oscillations where they play a role in encoding and retrieval of memory (Hájos and Paulsen, 2009). Oscillations with an even higher frequency of 140–200 Hz (High frequency oscillations, or “ripples”, O’Keefe and Nadel, 1978; Buzsáki, 1986; Buzsáki et al., 1992; Stark et al., 2014) are associated with sharp waves, the electrophysiological manifestation of convergent inputs from CA3 to CA1. Sharp waves and the associated ripples occur during slow-wave sleep and consummatory behaviors and are thought to be relevant during memory consolidation. Within the hippocampus, they represent the oscillation with the highest level of synchronization (Buzsáki, 1986; Buzsáki and da Silva, 2012). During these short episodes, pyramidal cell firing is synchronized into population bursts. Within these bursts, both the firing probability and the firing frequency of individual pyramidal cells is increased (Buzsáki, 1986; Buzsáki and da Silva, 2012). Individual pyramidal cells will fire complex bursts with a frequency of up to 200 Hz (Csicsvari et al., 1999). Importantly, these high frequency oscillations are related to fast ripples, pathological high frequency oscillations in a frequency band of 250-600 Hz that are associated with epilepsy (Bragin et al., 1999; Engel et al., 2009; Köhling and Staley, 2011). These fast ripples have been proposed to play a role in seizure initiation (Khosravani et al., 2005; Jirsch et al., 2006).

The theta burst protocol I used in this study imitates the activity pattern of pyramidal neurons during exploratory behavior (see Fig. 3.5A; Buzsáki, 2002): When a rat enters the place field of a given pyramidal cell, this place cell starts to fire single or bursts of action potentials. This firing reoccurs rhythmically in the theta frequency band and prevails as long as the animal moves within the place field (Buzsáki, 2002; Harvey et al., 2009). The first burst within this stimulus protocol mimics the activity of pyramidal cells while the rat enters a place field. Consecutive stimulus bursts represent the theta modulated firing while the rat keeps moving through the field. Additionally, the short 100 Hz stimulation within the initial theta burst yields information about interneuron recruitment during highly synchronous bursts of pyramidal cell activity. These highly synchronous bursts resemble the pyramidal cell activity during high frequency oscillations such as sharp wave-ripples. Finally, gamma like pyramidal cell activity was produced with a second stimulus protocol consisting of 10 stimuli at 50 Hz.

It is important to keep in mind, that we look at the isolated impact of CA1 feed-back input onto CA1 interneurons. This simplified approach ensures that any changes observed can be assigned to one synaptic connection. However, in vivo, the picture is certainly more complex. Together with the input from CA1 pyramidal cells, interneurons will
receive temporally intermingled input from CA3, the entorhinal cortex and the septum, depending on the respective type of oscillation. Additionally, they receive modulatory as well as inhibitory input from various sources.

**Target specific short-term synaptic plasticity and its mechanisms**

Application of these stimulation protocols revealed that subtypes of feed-back interneurons differ regarding the short-term plasticity of their excitatory inputs (see Fig. 3.4 and 3.5). Target cell specific differences in short-term dynamics have been reported before, both in the hippocampus (Ali et al., 1998; Ali and Thomson, 1998; Losonczy et al., 2002) and the cortex (Reyes et al., 1998; Markram et al., 1998). My results are consistent with previous studies in the hippocampus, reporting that perisomatically targeting basket-cells are recruited by strong excitatory inputs that depress rapidly upon repetitive stimulation (Ali et al., 1998). Furthermore, oriens-lacunosum interneurons in the hippocampus and SST positive interneurons in the cortex are reported to receive facilitating excitatory input (Ali and Thomson, 1998; Reyes et al., 1998). Depending on the stimulus pattern and the stimulus duration, I observed additional differences in the short-term dynamics between PD and basket cells: Both PD and basket cells showed depression over consecutive theta cycles. However, within the first theta burst PD interneurons showed facilitation while BCs receive depressing input. Combined facilitating-depressing inputs to interneurons in the hippocampus have been reported previously (Losonczy et al., 2002). In the study of Losonczy et al. (2002) a minority of basket cells and a majority of bistratified cells showed combined facilitating-depressing inputs.

What are the mechanisms underlying these different forms of short-term plasticity? Facilitation and depression can be caused by both pre- and postsynaptic mechanisms (Zucker, 1989; Zucker and Regehr, 2002). One key feature determining the temporal dynamics of a synaptic connection is the presynaptic basal probability of neurotransmitter release (Sun et al., 2005). This probability of release depends both on the size of the ready releasable pool of vesicles and the individual probability of these vesicles to fuse with the membrane (Atwood and Karunanithi, 2002; Dobrunz, 2002; Sun et al., 2005). The fusion probability for a single vesicle is strongly related to the presynaptic Ca$^{2+}$ dynamics. It therefore depends on the number and properties of Ca$^{2+}$ channels, their proximity to the vesicles and the concentration and properties of Ca$^{2+}$ buffers present. Additionally, the basal release probability is modulated by adjoining astrocytes (Perea and Araque, 2007; Bonansco et al., 2011). Glutamate released by these cells can activate presynaptic group I mGluRs and thus increase the presynaptic Ca$^{2+}$ concentration (Schwartz and Alford, 2000).

Depression is often associated with a high initial probability of release (Atwood and Karunanithi, 2002). In these synapses, Ca$^{2+}$ influx readily induces vesicle fusion and a concomitant depletion of the ready releasable pool. Subsequent action potentials are
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therefore no longer able to elicit transmitter release and synaptic depression is observed. The time constant of depression and recovery hereby will depend on the rate with which the pool is replenished [Wu and Borst 1999; Neher and Sakaba 2008]. Further (presynaptic) mechanisms of synaptic depression are the inactivation of presynaptic Ca\(^{2+}\) channels and the autoinhibition of transmitter release via presynaptic metabotrophic glutamate receptors [Scanziani et al. 1997; Xu and Wu 2005].

Facilitation on the other hand can be caused by a low initial probability of transmitter release that increases upon repetitive stimulation [Burnashev and Rozov 2005; Blatow et al.] 2003. This rise in release probability is caused by an activity dependent increase in the presynaptic Ca\(^{2+}\) concentration, generated by an accumulation of residual Ca\(^{2+}\) or a saturation of the Ca\(^{2+}\) buffer capacitance [Fioravante and Regehr 2011]. Another mechanism potentiating the release probability is based on presynaptic kainate or NMDA receptors that respond to increases in the extracellular glutamate concentration during prolonged synaptic activity [Sun and Dobrunz 2006; Buchanan et al. 2012].

Several postsynaptic mechanisms of facilitation have also been described: In the cortex, multipolar interneurons express AMPA receptors that under normal conditions can be blocked by intracellular polyamines. High frequency stimulation promotes dissociation of the polyamines and a concomitant potentiation of the EPSC [Rozov and Burnashev 1999]. Additionally, activation of postsynaptic NMDA receptors during high frequency stimulation can contribute to postsynaptic forms of facilitation [Zhao et al. 2014].

The basal release probability of a synaptic connection can be estimated with paired recordings of synaptically connected neurons. In a connected pair with a low release probability the proportion of synaptic failures following single action potentials is high. Conversely, if probability of transmitter release is high, the failure rate is low. For CA1 paired recordings of pyramidal cells and interneurons have shown that pyramidal-to-basket cell connections are characterized by a low failure rate, whereas in pyramidal-to-OLM interneurons, the initial failure rate is high [Ali et al. 1998; Ali and Thomson 1998]. These results indicate that differences in short-term dynamics between basket and OLM interneurons are of presynaptic origin and are at least partly caused by differences in the basal release probability. My paired pulse experiments reveal that both basket and PD cells have a significantly lower paired pulse ratio than OLM interneurons (see Fig. 3.13. Sham animals) and are therefore in accordance with this assumption. The differences between basket and PD interneurons observed in the theta burst protocol may be due to differences in the size of the ready releasable pool [Neher and Sakaba 2008].

The work of Pouille and Scanziani (2004) suggests that short-term dynamics in CA1 interneurons are supported by disynaptic inhibition. However, I could not confirm this finding. One explanation for this deviation are differences in the preservation of axonal connections during slicing.

If short-term dynamics of CA1 interneurons depend on the release probability of the
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In both scenarios, target cell dependent adjustment of the presynaptic release probability requires that the postsynaptic identity is conveyed to the presynaptic terminal. In a very elegant study, Sylwestrak and Ghosh (2012) realized that the postsynaptic transmembrane protein Elfn1 is selectively expressed in SST positive OLM interneurons. They then showed that this postsynaptic protein is necessary for setting a low initial release probability at presynaptic pyramidal cell inputs. The effector molecules downstream of Elfn1 that are responsible for setting the basal release probability have, however, not been identified so far. More interestingly, expression of this protein in basket cells changed their depressing phenotype into a facilitating one. Elfn1 therefore seems to be a key player in adjusting target cell specific synaptic properties. So far, it is not clear whether a similar signal protein exists for depressing synapses, that is selectively expressed in basket or both basket and PD interneurons. Therefore, it is not clear, whether it is just the absence of Elfn1 or an additional factor that specifically indicates a high release probability to the presynaptic terminal. An interesting candidate protein is the postsynaptically expressed N-cadherin: its loss results in a reduction of the recycling pool as well as the basal release probability of its presynaptic partner neuron (Vitureira et al., 2012). However, differential expression in interneuron subtypes has not been reported so far.

**Functions of short-term dynamics in the healthy brain**

Before I interpret the changes in short-term dynamics observed in epilepsy, their function within the healthy brain has to be analyzed. The temporal dynamics of synaptic inputs determine how the firing pattern of the presynaptic neuron is translated into the firing pattern of the postsynaptic cell. The different short-term dynamics of interneuron subtypes are therefore one key feature enabling interneurons to fulfill their different tasks. During sustained firing of CA1 pyramidal cells, depression and facilitation lead to a temporally distinct recruitment of different interneuron subtypes. Importantly, these
interneuron subtypes also differ morphologically and innervate different layers and compartments of pyramidal cells. The firing pattern of presynaptic CA1 pyramidal cells is therefore translated into a spatially and temporally differentiated pattern of feed-back inhibition.

The high release probability at synapses onto basket cells ensures that these cells are efficiently recruited by single or short bursts of action potentials. During prolonged activation, however, synaptic depression rapidly terminates their firing (see Fig. 3.26). Consequently, these cell types are strongly recruited by inputs of low frequencies or short bursts, while sustained activation with higher frequencies will not be translated into action potential firing (Ariel and Ryan, 2012). This behavior is further strengthened by postsynaptic cell properties such as fast EPSC decay kinetics and small values for both cell capacitance and membrane time constant (Fig. 3.3 and Pouille and Scanziani, 2004 but see Morin et al., 1996). As a result, the temporal summation of synaptic inputs is reduced to a minimum and these neurons are most efficiently recruited by temporally coinciding inputs (Tsodyks and Markram, 1997). In combination with the high initial release probability and the strong synaptic depression, these properties ensure a temporally precise recruitment of somatic targeting basket cells (Geiger et al., 1997; Pouille and Scanziani, 2004; Nörenberg et al., 2010; Bartos et al., 2011). Accordingly, the temporal jitter of synaptically induced firing is minimal. Both, the preferred response to temporally synchronous input and the temporally precise output are important for the ability of basket cells to synchronize large populations of pyramidal cells and to act as rhythm generators (Cobb et al., 1995; Pouille and Scanziani, 2004; Stark et al., 2014).

Unlike basket cells that depress readily during short bursts of inputs, interneurons targeting the proximal dendrites in SO and SR receive excitatory inputs that facilitate initially (Fig. 3.5 and Losonczy et al., 2002). This differences in short-term dynamics of basket and PD cells might contribute to differences in phase preference during brain rhythms such as theta (Silberberg et al., 2004; Somogyi and Klausberger, 2005; Klausberger et al., 2003; Klausberger and Somogyi, 2008; Somogyi et al., 2014). Nevertheless, the initial failure rate within this connection is low, thereby ensuring reliable recruitment of this cell population by single and short bursts of presynaptic action potentials (Ali et al., 1998). During repetitive stimulation, synaptic depression also predominates in this connection. Prolonged activity of CA1 pyramidal cells therefore recruits PD cells only at the beginning of pyramidal cell firing. The resulting firing pattern of PD cells is similar to the firing pattern observed in basket cells (see Fig. 3.26). During short bursts of pyramidal cell activity the strong dendritic inhibition provided by PD cells is able to control excitatory Schaffer collateral inputs within stratum radiatum and stratum oriens. PD cells thereby can prevent the generation of dendritic spikes and burst firing of CA1 pyramidal cells induced by CA3 (Lovett-Barron et al., 2012; Müller et al., 2012). However, during prolonged activation of CA1 pyramidal cells, PD cells cease to fire and the
inhibitory control of excitatory inputs from CA3 is decreases. Accordingly, the impact of excitatory Schaffer collateral inputs increases.

The firing pattern observed in OLM interneurons strongly deviates from that of basket cells and PD interneurons. The high initial failure rate of transmitter release prevents the recruitment of OLM cells with single spikes or short bursts form pyramidal cells (see Fig. 3.26). Synaptic facilitation however enables them to follow high frequency activation over a prolonged input periods, such as theta. OLM cells are therefore most efficiently recruited with repetitive action potential trains above a minimum frequency necessary for facilitation (Pouille and Scanziani, 2004). In addition, the large membrane time constant and slow decay kinetics of EPSCs observed in OLM interneurons favor a large time window for temporal summation reinforcing the facilitating phenotype (Pouille and Scanziani, 2004, Fig. 3.3). During prolonged activation of CA1 pyramidal cells, feed-back inhibition therefore shifts from the soma and the proximal dendritic compartments to the input zone of the entorhinal cortex within the SLM.

In summary, differences in short-term dynamics enable the temporally segregated activation of interneuron subtypes. Together with the different axonal projections this creates a distinct spatio-temporal pattern of feed-back inhibition: Depending on the input pattern, either temporally precise proximal inhibition is activated, whereas during prolonged activity, inhibition is shifted to the distal dendrites in stratum lacunosum moleculare. Hence, feed-back inhibitory microcircuits selectively control dendritic compartments to favor either excitatory inputs from CA3 or the entorhinal cortex, depending on the temporal activity pattern of CA1 pyramidal cells. My findings are therefore in good agreement with previous studies of CA1 inhibitory microcircuits in the healthy brain (Pouille and Scanziani, 2004; Müller et al., 2012). Note that the differential activation of interneuron subtypes is further strengthened by additional differences in inhibitory, excitatory and modulatory inputs from other sources (Lovett-Barron et al., 2014).

4.1.2 Changes of inhibitory microcircuits in the epileptic hippocampus

Alterations in feed-back inhibitory microcircuits and its potential mechanisms

My experiments in epileptic animals revealed a shift in the temporal recruitment of perisomatic and proximal dendritic interneurons to a facilitating phenotype during prolonged stimulation. Both, synaptic depression and synaptic facilitation are strongly associated with the presynaptic probability of transmitter release. One candidate mechanism for the shift from depression to facilitation is therefore a reduction in the initial release probability. A commonly applied method to test for alterations in release probability are paired pulse experiments. In these experiments, two consecutive synaptic events are triggered with a short delay and the amplitude ratio of the postsynaptic event is calculated. Alterations in the paired pulse ratio are a strong indicator for a change in the presynaptic release
probability. In this study, paired pulse experiments in basket cells indeed revealed a significant increase in the paired pulse ratio (see Fig. 3.13). These data therefore strongly suggest that the facilitation observed in basket cells is caused by a reduction in the release probability of CA1 pyramidal cell inputs in epileptic animals.

In PD interneurons no significant change in the paired pulse ratio was observed. It is therefore unlikely, that the change from depression to facilitation seen in PD interneurons is caused by alterations in the presynaptic release probability. Alternative possibilities include postsynaptic mechanisms of facilitation like polyamine-dependent facilitation or activation of postsynaptic NMDA receptors.

A reduced initial release probability does not only influence the synaptic short term plasticity but also causes a reduction in the net transmitter release upon single presynaptic action potentials or at the beginning of an action potential train. Consequently, excitatory inputs onto interneurons at the beginning of presynaptic action potential firing would be reduced. Accordingly, the absolute amplitude of the first EPSP within a stimulus train was strongly reduced in epileptic animals in both cell types (see Fig. 3.13 A and B, middle panels). However, the EPSP amplitude is influenced by a number of additional factors. Firstly, the number of stimulated pyramidal cells is unknown. Epilepsy associated alterations in axonal distribution and a pronounced loss of CA1 pyramidal cells can lead to a systematic difference between the number of stimulated axons in control and epileptic animals (Toyoda et al., 2013). Secondly, the number of synaptic contacts between CA1 pyramidal cells and interneurons could be reduced. A direct comparison of the absolute amplitude of the EPSP therefore cannot be interpreted unequivocally.

Importantly, the changes in synaptic properties were accompanied by a reduction in input resistance in all three classes of interneurons (Fig. 3.14). This reduction diminished both the voltage deflection evoked by current injections and the number of elicited action potentials (Fig. 3.14). Consequently, interneurons in epileptic tissue are less excitable and their activation will require stronger synaptic inputs as compared to control animals.

Any change in the recruitment of feed-back interneurons will ultimately affect the pattern of inhibition of CA1 pyramidal cells. Recordings of feed-back inhibition are therefore sensitive to any changes in the activity pattern of interneurons. My recordings of feed-back inhibition revealed that in addition to changes in the temporal dynamics the amplitude of inhibition was changed (Fig. 3.17 and 3.18). The IPSC amplitude at the beginning of a stimulus train, and the overall charge transfer were strongly reduced in epileptic animals. Furthermore, inhibition during prolonged activity was not increased relative to control values, despite the facilitation in the excitatory input of basket and PD interneurons.

Taken together, these experiments indicate profound changes in the inhibitory microcircuitry of CA1 in epileptic animals. They suggest that perisomatic inhibition is recruited less efficiently during sparse pyramidal cell activity, short high frequency bursts and at the beginning of prolonged periods of activity.
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Molecular mechanisms underlying changes in the presynaptic release probability

The experiments described above indicate a change in the initial release probability of terminals contacting basket cells. Two potential mechanisms could account for this alteration: either, the signal conveying the postsynaptic identity to the presynapse is changed, or the machinery to follow this signal is disturbed. One interesting candidate protein for a transmembrane signal is Elfn1 which is usually expressed in OLM cells (see Section 4.1.1). It has been shown that an upregulation of Elfn1 in basket cells is sufficient to induce a facilitating phenotype in this cell class (Sylwestrak and Ghosh, 2012). One important future experiment would therefore be to analyze whether Elfn1 is upregulated in basket cells of chronically epileptic rats. Interestingly, epilepsy associated mutations of this gene were found in patients suffering absence epilepsy and juvenile myoclonic epilepsy (Tomioka et al., 2014). The observed mutations seem, however, to be associated with a loss of function and may therefore rather act by disturbing OLM behavior. A second candidate protein is the postsynaptically expressed N-cadherin that has been shown to affect the release probability of the presynaptic partner neuron (Vitureira et al., 2012). However, detailed information on interneuron subtype specific expression has not been reported.

4.1.3 Functional consequences and predictions

Short-term plasticity determines how the temporal pattern of presynaptic input is translated into postsynaptic firing. The shift in short-term plasticity observed in epilepsy will also affect the temporal pattern of interneuron recruitment. My results therefore raise the question how changes in interneuron recruitment will affect their contribution to network oscillations, their role in dendritic integration of pyramidal cells and their pacemaker activity. I will address this question in regard of two different patterns of pyramidal cell activity, short bursts of firing as present during sharp wave-ripples and prolonged patterns of activity as they occur during gamma and theta oscillations.

In the healthy brain, both basket and PD interneurons are recruited most efficiently by short high frequency bursts, during sparse low frequency firing patterns or at the onset of prolonged pyramidal cells activity (Fig. 3.26; Losonczy et al., 2002; Ylinen et al., 1995; Stark et al., 2014). Accordingly, feed-back inhibition impinging on the soma and proximal dendrites during these input patterns is strong. My results predict that in epilepsy perisomatic feed-back inhibition is recruited less efficiently during these activity patterns. They therefore suggest that during sharp wave-ripples perisomatic inhibition will be reduced. To test this hypothesis, one experiment would be to elicit sharp wave-ripples in vitro in epileptic tissue, while monitoring the firing behavior of perisomatic interneurons.

In epilepsy, a pathologically modified form of high frequency oscillations has been described (see Section 4.1.1). These “fast ripples” resemble the physiological form of
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sharp wave-ripples (140-200 Hz), however they occur in a higher frequency band of 250-600 Hz (Köhling and Staley 2011; Karlócai et al. 2014). In epileptic patients, these pathological fast ripples have been shown to precede seizures (Fisher et al. 1992; Bragin et al. 1999; 2002; Staba et al. 2002; 2004). Furthermore, animal models suggest that fast ripples are involved in seizure initiation (Khosravani et al. 2005; Ibarz et al. 2010). In the healthy brain, both interneurons and pyramidal cells participate in sharp wave ripple complexes (Ylinen et al. 1995; Stark et al. 2014). However, epileptic fast ripples are thought to be generated independent of the firing of inhibitory interneurons (Köhling and Staley 2011; de la Prida and Trevelyan 2011) and reflect burst firing of pyramidal cells instead (Köhling and Staley 2011; Karlócai et al. 2014). Failure in the recruitment of perisomatic interneurons during short bursts might therefore play a role in the conversion of physiological sharp wave-ripples to pathological fast ripples. Interestingly, Rácz et al. (2009) showed that genetically reducing excitatory input onto PV positive interneurons increases burst firing of pyramidal cells during sharp wave-ripples.

The shift to facilitation in basket cells during short bursts of activity is also likely to affect their ability to act as pacemakers. In control conditions, synaptic depression and a short membrane time constant keep temporal summation at a minimum (Pouille and Scanziani 2004). The shift to facilitation will promote temporal summation and is therefore likely to increase both temporal jitter and spike latency of basket cell firing. Accordingly, the gaps within perisomatic inhibition would enlarge. As a consequence the ability of basket cells to entrain large numbers of pyramidal cells would be decreased (Cobb et al. 1995). A potential experiment to test this hypothesis would be to monitor the temporal jitter of basket cell action potentials elicited with alveus stimulation. Interestingly, experimentally reducing excitatory drive onto PV positive interneurons leads to more imprecise firing of fast spiking interneurons (Fuchs et al. 2007) and optogenetically silencing of PV cells results in a phase shift of pyramidal cell firing within the theta cycle (Royer et al. 2012).

The reduced efficiency of perisomatic inhibition will also affect its control over excitatory inputs from CA3. Under normal conditions, the initial perisomatic inhibition is able to control burst firing in CA1 pyramidal cells elicited by CA3 inputs. One prediction would therefore be that in epileptic tissue, burst firing of CA1 pyramidal cells is increased. In fact, genetically reducing the excitatory drive on PV positive interneurons increases burst firing of pyramidal cells in vivo (Rácz et al. 2009). An experiment to test this hypothesis directly is given by the study of Müller et al. (2012): in their experiments they showed that during short bursts of alveus stimulation, perisomatic feed-back inhibition is able to control burst firing of CA1 pyramidal cells. Similar experiments in epileptic animals could reveal whether in epilepsy, the control of CA1 pyramidal cell burst firing is reduced.

Oscillations that are characterized by ongoing pyramidal cell activity such as theta or gamma will be differently affected by the alterations observed in epilepsy. In control
animals, basket and PD cells are not efficiently recruited by prolonged firing of pyramidal cells, owing to the strong synaptic depression. Accordingly, perisomatic inhibition rapidly decreases during these input patterns and inhibition is shifted to the distal dendritic compartments in stratum lacunosum moleculare. Excitatory inputs from CA3 in stratum radiatum and oriens therefore gain strength during these input patterns (Pouille and Scanziani 2004; Müller et al. 2012). In epilepsy however, synaptic inputs onto basket and PD cells facilitate during theta and gamma patterned stimulation. My experiments on feed-back inhibition in epileptic animals show, however, that inhibition during repetitive activation is not increased relative to control values (Fig. 3.17 and 3.18). These experiments therefore suggest that the facilitation observed in basket and PD interneurons does not lead to an increased interneuron activation during prolonged CA1 pyramidal cell activity.

4.2 Anticonvulsant drug action on inhibitory microcircuits

In the second part of the thesis, I investigated how commonly used anticonvulsant drugs act on the level of inhibitory micronetworks. I found that in control animals, pyramidal cell firing is reliably blocked by CBZ. Interneuron subtypes in the hippocampus differed in their responsiveness to CBZ: Interneurons innervating the proximal dendrites of pyramidal cells showed a much stronger decrease in their firing rate compared with OLM interneurons or basket cells. Even though CBZ was capable of reducing the firing of interneurons induced by current injection, both feed-back and feed-forward inhibition remained completely unaffected. Furthermore, feed-back inhibition in the chronically altered hippocampus remained equally unaffected by CBZ.

4.2.1 Circuit analysis of anticonvulsant drug action

In all three classes of interneurons, application of CBZ resulted in a reduction of firing elicited with current injections. These experiments show that interneurons are principally responsive to this anticonvulsant. In all three classes of interneurons, this effect increased with the duration of the current injection and was only visible after a current duration of ≥ 200 ms (Fig. 3.24). This result can be explained by the use-dependent mechanism of action of CBZ: CBZ binds to a site within the sodium channel pore (Ragsdale et al. 1994; 1996; Yarov-Yarovoy et al. 2001; 2002). This requires the channel to open to allow CBZ to bind (Payandeh et al. 2011). As the proportion of sodium channels in the open/inactivated state increases with depolarization and during prolonged high frequency firing, CBZ blocks sodium channels in a use- and voltage-dependent manner (Willow et al. 1985; McLean and Macdonald 1986; Schwarz and Grigat 1989; Kuo et al. 1997).

Even though CBZ was capable of reducing the firing of interneurons induced by current injection, synaptically induced firing was not affected by CBZ. As a consequence,
both feed-back and feed-forward inhibition remained undisturbed. A possible explanation for this discrepancy is given by an analysis of the temporal dynamics of inhibitory microcircuits conducted in the first part of this thesis: Both basket and PD interneurons are recruited by strongly depressing excitatory inputs. Cell attached recordings confirmed that as a consequence, these interneurons fire only briefly when recruited synaptically by CA1 pyramidal cells. A more detailed temporal analysis of the CBZ effects on interneuron firing suggests that these brief episodes of synaptically driven firing are not sufficient for a development of use-dependent Na$^+$ channel block.

Due to their large number and diversity, I could record only from a subset of CA1 interneurons, and it is conceivable that the findings do not apply to all interneurons. However, inhibition impinging on CA1 pyramidal neurons will reflect the summed activity of all types of interneurons during feed-back and feed-forward activation. My data, therefore, suggest that during feed-forward and feed-back activation, perisomatic CA1 interneurons are not affected by sodium channel blocking anticonvulsants.

For OLM neurons, which reliably follow longer episodes of synaptic recruitment, small effects of CBZ were observed. These effects did not translate into an effect of CBZ onto inhibition measured in CA1 pyramidal cells, most likely because of the dominance of perisomatic inhibition in these recordings. Additionally, in these experiments higher stimulus amplitudes were needed to drive OLM cells sufficiently to fire reliably for 500 ms during every stimulus cycle. Despite the facilitating nature of their excitatory input, individual synapses might not be able to follow stimulation over these prolonged periods but show a subsequent depression (Losonczy et al., 2002). In summary, these results indicate that one principal reason for the efficacy of Na$^+$ channel blockers in epilepsy is not only the use-dependent nature of the blocking action per se, but also a limited efficacy of anticonvulsant drugs on GABAergic inhibition. This limited efficacy is rooted in both intrinsic pharmacological properties of interneurons and in the dynamics of their synaptic recruitment.

A lack of efficacy of CBZ on GABAergic inhibition has been suggested in early experiments using field recording techniques. These experiments have shown that inhibition-related parameters such as paired pulse inhibition of population spikes are CBZ insensitive (Hood et al., 1983; Olpe et al., 1985), even though these experiments have not addressed CBZ effects when inhibitory networks are repetitively recruited at high rates. Other reports suggest a direct allosteric regulatory effect of CBZ on GABA$_A$ receptors in cortical cell culture (Granger et al., 1995). However, my recordings of feed-back and feed-forward inhibition suggest that there are no large direct effects of CBZ on GABA receptors in the CA1 region of native hippocampal slices. It should be noted that this study has focused only on inhibitory circuits inside the hippocampal CA1 region. Therefore, I cannot exclude that anticonvulsant effects on excitation versus inhibition may be different in other brain areas.
The results above show that anticonvulsant drug action strongly depends on the firing pattern of the different neuron types. During electrical stimulation presynaptic pyramidal cells will be activated synchronously, whereas input patterns in vivo are likely to be less uniform: some pyramidal cells will start to fire while others are already active or stop firing. This thought is of importance as short-term phenomena take place on the level of individual synapses. Newly participating pyramidal cells will therefore provide strong, not depressed excitatory feed-back input to perisomatic interneurons. Characteristic firing patterns of neuronal subtypes could therefore help to better predict the action of a sodium channel blocking drug within inhibitory microcircuits.

From a biophysical perspective, the differential responses of specific interneuron types and pyramidal neurons are intriguing. Available data suggest that interneuron subtypes may differ in the expression of sodium channel subunits. For instance, Na1.1 appears to be particularly strongly expressed in parvalbumin-containing interneurons during development (Ogiwara et al., 2007). However, a study by Qiao et al. (2014) revealed that subunit specific differences in the response to CBZ are minimal. A differential expression of sodium channel isoforms is therefore unlikely to be responsible for the differential sensitivity of interneurons to CBZ. An alternative explanation would be that the channel density or gating differs between hippocampal cell types. For instance, the fast Na+ channel gating and the narrow action potentials observed in some interneurons (Martina and Jonas, 1997) may be associated with a less efficient use-dependent block by CBZ. My data on the action potential properties in the different neuron types do not support such a simple relationship. For instance, the PD neurons, which show the largest CBZ effects, have narrow action potentials (0.37±0.06 ms), whereas basket cells, which show significantly smaller CBZ effects, have broader action potentials (0.47±0.12 ms). Alternatively, a higher density of Na+ channel densities observed in some interneurons might also contribute to a relative insensitivity to Na+ channel blockers (Hu et al., 2010).

4.2.2 Network effects of CBZ in chronic epilepsy

The experiments in control animals suggest that sparing of inhibitory microcircuits by CBZ strongly depends on the pattern of synaptic recruitment. However, in the first part of my study I was able to show that the temporal dynamics of interneuron recruitment are changed in chronic epilepsy. Epilepsy associated alterations in interneuron recruitment could therefore increase the response of inhibitory microcircuits to antiepileptic drugs. My experiments in chronically epileptic rats now show that alterations in interneuron recruitment are not sufficient to render feed-back inhibition sensitive to CBZ. This suggests that firing of basket and PD interneurons during feed-back recruitment is not sufficiently increased for a use-dependent block to develop. Alternatively, the intrinsic responsiveness of interneurons in the epileptic brain could be reduced. To further explore these two possibilities, both current injection and synaptic stimulation experiments could be repeated.
in epileptic animals.

The pilocarpine model of epilepsy reproduces features characteristic for temporal lobe epilepsy. However, epilepsy associated changes in interneurons have been described in other forms of epilepsy as well. In models of Dravet syndrome, a decrease in interneuron \( \text{Na}^{+} \) currents has been proposed as a causative mechanism for seizure generation (Yu et al., 2006; Cheah et al., 2012 but see Liu et al., 2013). In patients with this disorder, treatment with sodium channel blockers can be deleterious. This raises the possibility that in patients with epilepsies associated with sodium channel deficiency in interneurons, the lower density of sodium channels might lead to higher sensitivity of interneuron firing to sodium channel blockers. Additionally, compensatory changes in sodium channel subunit expression might increase sensitivity of interneurons to CBZ as well (Yu et al., 2006). In these cases, CBZ might depress inhibition, even if it does not in other forms of epilepsy. Nevertheless, in most types of epilepsy, blocking excitatory neurons while sparing inhibition appears to be an effective strategy for inhibiting seizure initiation and propagation. As discussed above, interneuron activity is far from being limited to the inhibition of excitatory cells and the contribution of interneurons to oscillatory activity and synchronization has to be kept in mind (for review, see McBain and Fisahn, 2001; Mann and Mody, 2008; Avoli and de Curtis, 2011). Based on in vitro models of seizures, a contribution of interneuron firing to pathological network events has been proposed (Kawaguchi, 2001). These results raise the possibility that limiting the excitability of specific types of interneurons may also be a viable strategy to limit excitability.

In summary, my results show that several commonly used anticonvulsants fail to affect GABAergic inhibition while inhibiting firing of principal neurons. These results have implications for drug development, suggesting that novel compounds should be evaluated for their quantitative effects on synaptic inhibition early on in the drug development process.
5 Appendix

5.1 Abbreviations

ACSF: artificial cerebrospinal fluid
AED: antiepileptic drugs
Amg: amygdala
AP: action potential
BC: basket cell
CA1-3: Cornus Ammonis 1-3
CBZ: carbamazepine
CCK: cholecystokinin
CNS: central nervous system
DG: dentate gyrus
EC: entorhinal cortex
EGTA: ethylene glycol tetraacetic acid
EPSC: excitatory postsynaptic current
EPSP: excitatory postsynaptic potential
fAHP: fast after hyperpolarizing potential
FB: feed-back
GABA: γ-aminobutyric acid
G_{i/o}-proteins: guanine nucleotide-binding proteins
GIKK channels: G protein-coupled inwardly-rectifying potassium channels
HEPES: 4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid
ILAE: International League Against Epilepsy
I_NaT: transient sodium current
ISI: interneurons selective interneuron
IPSC: inhibitory postsynaptic current
IPSP: inhibitory postsynaptic potential
KCC2: potassium-chloride transporter member 5
LTG: lamotrigine
mTLE: mesial temporal lobe epilepsy
OLM interneuron: oriens-lacunosum molecular interneuron
PC: pyramidal cell
5.1. Abbreviations

PD: proximal dendritic targeting interneuron
PHT: phenytoin
PSC: postsynaptic current
PSP: postsynaptic potential
PV: parvalbumin
R_{in}: input resistance
SE: status epilepticus
SEM: standard error of the mean
SLM: stratum lacunosum moleculare
SO: stratum oriens
SP: stratum pyramidale
SR: stratum radiatum
SUB: subiculum
SST: somatostatin
Stim: Stimulus
TLE: temporal lobe epilepsy
TH: thalamus
VGSC: voltage-gated sodium channel
6 Contributions

Biocytin stainings for morphological reconstruction of interneurons were partially conducted by Olivia Steffan. Special thanks for that!
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