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Abstract
Threshold pion electroproduction on tri-nucleon systems is investigated in the framework of baryon ChPT at next-to-leading one-loop order $O(q^4)$ in the chiral expansion. To this order in small momenta, the production operator is a sum of one- and two-nucleon terms. While the one-nucleon terms resemble the impulse approximation, the two-nucleon contributions represent corrections due to the relevant nuclear interactions, e.g. pion-exchange interactions, which prove to be dominant, and due to recoil effects of the participating nucleons, which appear to be negligible. We calculate the expectation value of the production operator using chiral wave functions in a three-dimensional approach without partial wave expansion. The resulting integrals are evaluated using adaptive Monte Carlo integration, the VEGAS algorithm of Lepage. We obtain results for the threshold production multipoles $E_{0+}$ and $L_{0+}$ on $^3\text{He}$ and $^3\text{H}$ and comment on the sensitivity to the fundamental neutron amplitude $E_{0+}^\pi n$.

$^3\text{He}$ appears to be a particularly promising target to extract information about the neutron amplitude. This idea is usually invoked for spin-dependent quantities since the $^3\text{He}$ wave function is strongly dominated by the principal S-state component which suggests that its spin is largely driven by the one of the neutron.

Parts of this work have been published in
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Chapter 1

Introduction

“Dass ich erkenne, was die Welt
Im Innersten zusammenhält”

Speaking with the words of J. W. von Goethe (Faust I, Stuttgart 2000, S.13, V.382f), fundamental knowledge is only accessible through the innermost properties and principles of the world.

In the language of physics, these innermost principles and properties are related to fundamental interactions. The Standard Model of particle physics describes the electromagnetic, weak, and strong interactions, which up to now are believed to be the most fundamental interactions of the world. Usually one is interested in a particular process of a distinct energy ignoring the less relevant details. However, in some cases the fundamental ingredients clearly shine through. But sometimes, the underlying mechanism is masked as in the example of strong isospin breaking.

Isospin violation is dominantly generated by the Coulomb interaction due to the electric charge difference of up- and down-quark (electromagnetic isospin breaking) and by the mass difference of up- and down-quark (strong isospin breaking). Reactions involving mesons and nucleons are candidates to reveal strong isospin violation. In theory, isospin violation is easily quantifiable by direct comparison of different isospin channels. In practice, experimental isolation of neutron amplitudes is of course a problem of e.g. tracking, trapping and storing free neutrons.

In the absence of free neutron targets, light nuclei like the deuteron or three-nucleon bound states like $^3$H (triton) or $^3$He (helion) can be used to unravel the properties of neutrons. For a recent review on extracting the neutron structure from electron or photon scattering off light nuclei, see Ref. [1]. Of particular interest in this respect is threshold neutral pion photo- and electroproduction off the nucleon. This is one of the finest reactions to test the chiral dynamics of quantum chromodynamics (QCD), see Ref. [2] for a recent review. Arguably most striking is the counterintuitive chiral perturbation theory prediction (ChPT) that the elementary neutron S-wave multipole $E_{0+}^{π^n}$ is larger in magnitude than the corresponding one of the proton, $E_{0+}^{π^p}$ [3, 4]. This prediction has already been successfully
tested in neutral pion photo- [5, 6] and electroproduction off the deuteron [7]. However, given the scarcity and precision of the corresponding data, it is mandatory to study also pion production off tri-nucleon bound states, that can be calculated nowadays to high precision based on chiral nuclear effective field theory (EFT). This framework extends ChPT to nuclear physics (for recent reviews, see [8, 9]).

$^3\text{He}$ appears to be a particularly promising target to extract information about the neutron amplitude. This idea is usually invoked for spin-dependent quantities since the $^3\text{He}$ wave function is strongly dominated by the principal S-state component which suggests that its spin is largely driven by the one of the neutron [10].

To realize a treatment suitable for few-nucleon systems of variable size, a three-dimensional approach together with an adequate numerical integration algorithm, which also works for higher dimensional integrations, is inevitable. Preparing a generalization to heavier nuclei, a calculation for electroproduction off the deuteron was carried out in a three-dimensional approach in [11] yielding results consistent with earlier publications.

In this work, photo- and electroproduction of neutral pions from tri-nucleon systems ($^3\text{He}$ and $^3\text{H}$) based on chiral 3N wave functions is considered to fourth order in the chiral expansion, including consistently all next-to-next-to-leading order contributions in the standard heavy baryon expansion. This amounts to a complete (i.e. subleading) one-loop calculation in the one-nucleon sector. The undesired and unphysical dependence of observables on the wave function cutoff serves as an additional measure for the importance of nuclear corrections, which proves to be small and can be used to estimate errors from higher order effects. The cutoff stems from the regularization in certain loop integrals and spectral function representations of the two-pion exchange in the procedure of generating the chiral tri-nucleon bound state wave functions.

Experimentally, neutral pion photoproduction off light nuclei has so far only been studied at Saclay [12, 13] and at Saskatoon [14, 15]. Clearly, new measurements using CW (continuous wave or continuous waveform) beams, modern targets and detectors are urgently called for. The results presented below show that we are able to calculate neutral pion photo- and electroproduction off tri-nucleon systems to very good precision and, moreover, that the S-wave cross section for neutral pion production off $^3\text{He}$ is very sensitive to the elementary $E_0^{\pi n}$ multipole (as already stressed in Refs. [16, 17]).

The manuscript is organized as follows. Chapter 2 contains all the necessary theoretical prerequisites, chapter 3 the corresponding numerical methods. Chapter 4 explains the merging of the former two to the formalism we use. Chapter 5 contains our results and the discussion of these. In particular, we spell out in detail the fourth order two-nucleon corrections which have been published in Ref. [17] that modify the third order results published in Ref. [16]. We end with a summary and outlook in chapter 6.
Chapter 2

Theoretical Prerequisites

This work is a generalization from the two-nucleon sector which is worked out in my diploma thesis [11] to the three-nucleon sector. Therefore, parts of the description in this thesis follow their corresponding counterparts in the diploma thesis.

2.1 Effective Field Theory

Whenever a fundamental theory is too complex to be applied efficiently or not known in detail, the need for simplification leads to so-called “effective theories”. That is the reason, why the expression “effective field theory” (EFT) is used in different contexts. For instance, the Fermi theory of beta decay and the gravitational field approximation near the earth leading to the force \( F = mg \) can each -though in different tenors- be called EFTs. The essence is similar: It is not necessary to know about physics at all scales in detail in order to make a sensible description of physics at a particular scale. In other words: To build a tower, you do not need to understand nuclear physics. An effective theory simplifies a general theory by approximation and specialization to a certain regime or scale, at which the degrees of freedom (DOF) are reduced. Usually one is interested in the low-energy regime, i.e. substructures and heavy DOFs are unresolved. In general, EFTs are approximations to more fundamental theories, while even fundamental theories nowadays are believed to be EFTs themselves (paradigm change). We will use the concept EFT in the low energy context of Quantum Field Theory (QFT). Weinberg stated in 1979 [18] the fundamental theorem, that QFT has no content besides unitarity, analyticity, cluster decomposition and symmetries. To calculate the S-matrix for any theory below some scale, simply use the most general effective Lagrangian consistent with these principles in terms of the appropriate asymptotic states. Instead of solving the underlying theory, low-energy physics is described by a set of parameters, variables and states that is suited for the particular energy region of interest.

The normal way to construct an QFT includes the following steps:

1. Construct the action \( S[... \] respecting symmetries,
2. Retain renormalizable interactions (i.e. of mass dimension $D \leq 4$),

3. Quantize. Calculate scattering processes in perturbation theory: tree, loop graphs,

4. Fix parameters from data to gain predictions.

This leads to a difficulty in constructing an EFT: Step 1), 3) and 4) are logically necessary, but step 2) requires an additional restriction which a priori forbids non-renormalizable interactions. In that special case, effects of the heavy DOFs are suppressed by powers of their heavy mass or renormalize the coupling constants in the low-energy effective Lagrangian [19]. The heavy sector decouples from the light sector.

Otherwise, for a general non-renormalizable EFT, we replace step 2) to

2*. Work at low energies and expand in powers of the energy.

In this approach, scales of high and low energy separate at each order. The concept of renormalizability is dropped in favor of order-by-order renormalization. Only a finite number of operators plays a role to a given order in the energy expansion, determined by the so-called power counting.

### 2.1.1 Example: Multipole Expansion

Though it is not a field theory, consider the classical multipole expansion of an electric potential $V(\vec{R})$ of a charge distribution $\rho(\vec{r})$ with compact support, i.e. $\rho(\vec{r}) = 0$ for $r > a$, as depicted in Fig. 2.1. We can expand the potential at $\vec{R} = \vec{d} + \vec{r}$, if $R > r$.

![Figure 2.1: Multipole expansion of a charge distribution.](image-url)
2.1. EFFECTIVE FIELD THEORY

\[ V(\vec{R}) = \int d^3r \frac{\rho(\vec{r})}{d} = \int d^3r \frac{\rho(\vec{r})}{\sqrt{R^2 - 2Rr \cos(\theta)} + r^2} = \frac{1}{R} \int d^3r \frac{\rho(\vec{r})}{\sqrt{1 - 2 \frac{r}{R} \cos(\theta) + \frac{r^2}{R^2}}} \]

\[ = \sum_{n=0}^{\infty} \frac{1}{R^{n+1}} \int d^3rr^n P_n(\cos(\theta)) \rho(\vec{r}) = \frac{q}{R} + \frac{\vec{p} \cdot \vec{R}}{R^3} + \frac{Q_{ij} R_i R_j}{R^5} + \ldots, \quad (2.1) \]

Here, \( q = \int d^3r \rho(\vec{r}) \) denotes the charge, \( \vec{p} \) the dipole moment, defined by

\[ \frac{\vec{p} \cdot \vec{R}}{R} = \int d^3r r \cos(\theta) \rho(\vec{r}) = \int d^3r \frac{\vec{r} \cdot \vec{R}}{R} \rho(\vec{r}) \]

and the expression

\[ \frac{Q_{ij} R_i R_j}{R^2} = \int d^3rr^2 \frac{1}{2} (3 \cos^2(\theta) - 1) \rho(\vec{r}) = \int d^3r \frac{1}{2} \left( 3 \left( \frac{\vec{r} \cdot \vec{R}}{R} \right)^2 - r^2 \frac{R^2}{R^2} \right) \rho(\vec{r}) \]

defines the quadrupole tensor \( Q_{ij} \) which can be verified by comparing the coefficients. The sum converges rapidly for \( R \gg a \), which implies, that long-distance (or equivalently low-energy) physics is only sensitive to bulk properties \( q, p \) (and \( Q \)). This is an example for a power counting in the small parameter \( a/R \).

2.1.2 Example: Light-by-light Scattering

Consider the scattering of four photons of energy \( \omega \) mediated by a loop of fermions \( \psi, \bar{\psi} \) with mass \( m_e \) in Quantum Electrodynamics (QED). In the low-energy regime, \( \omega \ll m_e \), the detailed mechanism of this reaction cannot be resolved. To exploit this feature, we can “integrate out” the fermions as the heavy degrees of freedom. The occurring contact interaction between four photons parametrizes the ignorance or loss of information for higher energies, but tailors the problem perfectly to the low-energy regime, we are interested in. Formally starting at the QED Lagrangian

\[ L_{\text{QED}}[\psi, \bar{\psi}, A^\mu] = \bar{\psi} [i \gamma_\mu D^\mu - m] \psi - \frac{1}{4} F_{\mu\nu} F^{\mu\nu}, \]

using \( D_\mu := \partial_\mu + iqA_\mu \) and \( F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu \), this process can be written as (cf. Fig. 2.2):

\[ L_{\text{QED}}[\psi, \bar{\psi}, A^\mu] \rightarrow L_{\text{eff}}[A^\mu] = \frac{1}{2} (\vec{E}^2 - \vec{B}^2) + \frac{e^4}{360 \pi^2 m_e^4} \left( (\vec{E}^2 - \vec{B}^2)^2 + 7(\vec{E} \cdot \vec{B})^2 \right) + \ldots \]

(2.2)

with the invariants \( F_{\mu\nu} F^{\mu\nu} = -2(\vec{E}^2 - \vec{B}^2) \) and \( F_{\mu\nu} F^{\mu\nu} = 8(\vec{E} \cdot \vec{B}) \). The form of the effective Lagrangian was proposed by Euler, Kockel and Heisenberg [20, 21, 22] using \( \omega/m_e \) as a
small expansion parameter and is in fact the most general form consistent with Lorentz and gauge symmetry. The second term represents an effective four photon contact interaction whose coefficients parametrize the loss of information. Only the resolvable photon-photon structure survives and the structure of the intermediate fermionic state is hidden.

In the following, the ingredients for such an EFT named Chiral Perturbation Theory (ChPT) are explained, a low-energy EFT to Quantum Chromodynamics (QCD).

### 2.2 Spontaneous Symmetry Breaking

The heart of ChPT is the observation, that the Lagrangian of QCD exhibits an approximate symmetry, chiral symmetry, which is spontaneously broken. The idea of spontaneously broken symmetry is simple: If the Lagrangian of a system satisfies a symmetry, the ground state does not need to do so. The symmetry then cannot be seen in the ground state, but can be traced by the occurrence of a certain number of approximately massless particles, the so-called Goldstone bosons.

#### 2.2.1 Example: The Linear Sigma Model

To illustrate this, we consider the classical linear sigma model Lagrangian [23] for $N$ scalar fields $\phi^i$, $i = 1, \ldots, N$:

$$\mathcal{L} = \frac{1}{2} (\partial_\mu \phi^i)^2 + \frac{\mu^2}{2} (\phi^i)^2 - \frac{\lambda}{4} ((\phi^i)^2)^2 = \frac{1}{2} (\partial_\mu \phi^i)^2 - V[\phi]$$

(2.3)

with the ‘Mexican hat’ potential in $N$ dimensions

$$V[\phi] = -\frac{\mu^2}{2} (\phi^i)^2 + \frac{\lambda}{4} ((\phi^i)^2)^2$$

(2.4)
which is invariant under the continuous symmetry

\[ \phi^i \rightarrow R_{ij} \phi^j \]  

(2.5)

for any orthogonal matrix R. The corresponding group is the rotation group in N dimensions, also called \( O(N) \).

The lowest-energy classical configuration is a constant field \( \phi^i_0 \) which minimizes the potential \( V \). The condition

\[ (\phi_0)^2 = \sum_{i=1}^{N} (\phi^i_0)^2 = \frac{\mu^2}{\lambda} = v^2 \]  

(2.6)

determines only the length of the vector \( \phi^i_0 \), its direction is arbitrary. The vacuum manifold is a \((N-1)\)-sphere \( S^{N-1} \) of radius \( v \). We choose the \( N \)-th direction,

\[ \phi^i_0 = (0, ..., 0, v), \]  

(2.7)

and define a set of shifted fields by writing

\[ \phi^i(x) = (\pi^1(x), ..., \pi^{N-1}(x), v + \sigma(x)) = (\pi^k(x), v + \sigma(x)), \ k = 1, ..., N - 1. \]  

(2.8)

Rewriting (2.3) in terms of the shifted fields yields

\[ \mathcal{L} = \frac{1}{2} (\partial_\mu \pi^k)^2 + \frac{1}{2} (\partial_\mu \sigma)^2 - \frac{1}{2} (2\mu^2)(\sigma)^2 - \sqrt{\lambda} \mu(\sigma)^3 - \sqrt{\lambda} \mu(\pi^k)^2 \sigma \]

\[ - \frac{\lambda}{4} (\sigma)^4 - \frac{\lambda}{2} (\pi^k)^2(\sigma)^2 - \frac{\lambda}{4} [(\pi^k)^2]^2, \]  

(2.9)

i.e. a massive field \( \sigma \) and a set of \( N - 1 \) massless \( \pi \) fields. The \( O(N) \) symmetry is hidden or broken, leaving only the subgroup \( O(N - 1) \), which rotates the \( \pi \) fields among themselves. The \( \sigma \) field corresponds to oscillations of \( \phi^i \) in the radial direction, in which the potential has a non-vanishing second derivative. The massless \( \pi \) fields describe oscillations in the tangential direction of the minimum manifold, along the rim of the potential.

### 2.2.2 Goldstone’s Theorem

We discuss the classical case [23]. The Goldstone theorem states that for every spontaneously broken continuous symmetry, the theory must contain a massless particle, called Goldstone boson. We have just seen that this theorem holds for the linear sigma model at the classical level: \( O(N) \) with \( N(N-1)/2 \) continuous symmetries was broken down to \( O(N - 1) \) with \( (N - 1)(N - 2)/2 \) continuous symmetries corresponding to the rotations of the \( (N - 1) \) \( \pi \)-fields (the \( (N - 1) \) Goldstone Bosons). The number of broken symmetry generators is the difference

\[ N(N - 1)/2 - (N - 1)(N - 2)/2 = N - 1. \]  

(2.10)
For the general theorem, we confine ourselves to the simple case of classical scalar fields. Consider a theory involving several classical fields $\phi^a(x)$ with the Lagrangian of the form

$$\mathcal{L} = (\text{terms with derivatives}) - V(\phi).$$

(2.11)

Let $\phi_0^a$ be a vector of constant fields minimizing $V$, i.e.

$$\left. \left( \frac{\partial}{\partial \phi^a} V \right) \right|_{\phi=\phi_0} = 0 \quad \forall a.$$  

(2.12)

We expand $V$ about this minimum

$$V(\phi) = V(\phi_0) + \frac{1}{2} \sum_{a,b} (\phi - \phi_0)^a (\phi - \phi_0)^b \left( \frac{\partial^2}{\partial \phi^a \partial \phi^b} V \right)_{\phi_0} + \ldots,$$  

(2.13)

identifying the coefficients of the quadratic term

$$\left( \frac{\partial^2}{\partial \phi^a \partial \phi^b} V \right)_{\phi_0} = m^2_{ab}$$

(2.14)

with the symmetric matrix $m$ whose eigenvalues are the squares of the masses of the fields. Since $\phi_0$ defines a minimum, these eigenvalues cannot be negative. We want to prove the correspondence between broken symmetries of the Lagrangian (2.11) and zero-eigenvalues. The general form of an infinitesimal continuous symmetry transformation with infinitesimal parameter $\alpha$ is

$$\phi^a \rightarrow \phi^a + \alpha \Delta^a(\phi),$$

(2.15)

where $\Delta^a$ is some function of all the $\phi$'s. In the special case of constant fields all derivative terms vanish and the potential alone must be invariant under (2.15):

$$V(\phi^a) = V(\phi^a + \alpha \Delta^a(\phi)) \quad \text{or} \quad \sum_a \Delta^a(\phi) \frac{\partial}{\partial \phi^a} V(\phi) = 0.$$  

(2.16)

Differentiation with respect to $\phi^b$ and evaluation at $\phi = \phi_0$ provides the equation

$$0 = \left( \frac{\partial \Delta^a}{\partial \phi^b} \right)_{\phi_0} \left( \frac{\partial V}{\partial \phi^a} \right)_{\phi_0} + \Delta^a(\phi_0) \left( \frac{\partial^2}{\partial \phi^a \partial \phi^b} V \right)_{\phi_0}.$$  

(2.17)

The first term vanishes because $\phi_0$ is a minimum of $V$, so the second term must also vanish. For a spontaneously broken symmetry, $\Delta^a(\phi_0) \neq 0$ (i.e. the ground state does not respect the symmetry of $\mathcal{L}$) is the eigenvector resulting in a zero-eigenvalue, whereas for a conserved symmetry $\Delta^a(\phi_0) = 0$ gives no information about $m^2_{ab}$. 
2.3 Chiral Symmetry and its Breaking in QCD

We follow [24] and [25]. For a more pedagogical, but less rigorous ansatz, we refer to [26]. Quantum Chromodynamics (QCD) is a non-Abelian $SU(3)_c$ colour gauge theory with $N_f = 6$ flavors of quarks, three of them light ($u, d, s$) and the others heavy ($c, b, t$). The Lagrangian of the strong interaction including the light flavors reads

$$L_{QCD} = \left(\sum_{f=u,d,s} \bar{q}_f i\gamma^\mu D_\mu q_f - \frac{1}{2} \text{Tr} G_{\mu\nu} G^{\mu\nu}\right) - \sum_f m_f \bar{q}_f q_f = L_0^{QCD} + L_{QCD}^{mass}$$

(2.18)

describing the interaction between quarks and gluons where colour indices are not written explicitly. The fields in the Lagrangian are the fermionic quarks $q_f$ and the gluons $A_\mu = \frac{8}{2} \sum a=1 A^a_\mu \lambda^a$ (2.19)

with the Gell-Mann-matrices $\lambda^a$, $a = 1, \ldots, 8$. The covariant derivative is given by $D_\mu = \partial_\mu - igA_\mu$ and the field strength tensor is $G_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu - ig[A_\mu, A_\nu]$, which both are matrices in color space. The trace operates in color space. $g$ is the quark-gluon coupling constant.

The Lagrangian $L_0^{QCD}$ respects a certain symmetry. We see this by separating into right- and left-handed quarks $q_R = P_R q$ and $q_L = P_L q$ via the orthogonal projectors

$$P_{R/L} = \frac{1}{2} (\mathbb{1} \pm \gamma_5)$$

(2.20)

with $P^2_{L/R} = P_{L/R}, P_L + P_R = \mathbb{1}$ and $P_L P_R = P_R P_L = 0$. Then we have

$$L_0^{QCD} = \sum_{f=u,d,s} (\bar{q}_{fL} i\mathcal{D} q_{fR} + \bar{q}_{fL} i\mathcal{D} q_{fR}) - \frac{1}{2} \text{Tr} G_{\mu\nu} G^{\mu\nu} = \bar{q}_{L} i\mathcal{D} q_{L} + \bar{q}_{R} i\mathcal{D} q_{R} - \frac{1}{2} \text{Tr} G_{\mu\nu} G^{\mu\nu}$$

(2.21)

with $\mathcal{D} = \gamma^\mu D_\mu$ and where we formed the flavor vector $q^T(x) = (q_u(x), q_d(x), q_s(x)) = (u(x), d(x), s(x))$.

This Lagrangian of the massless QCD (called chiral limit) is invariant under independent left- and right handed unitary global transformations, so-called chiral rotations

$q_L \to U_L q_L, \quad q_R \to U_R q_R, \quad U_L \in U(3)_L = SU(3)_L \times U(1)_L, \quad U_R \in U(3)_R = SU(3)_R \times U(1)_R,$

(2.22)

parametrized by

$$U_I = \exp \left( -i\theta_I^a \frac{\lambda^a}{2} \right) \exp(-i\theta_I), \quad I \in \{L, R\}.$$ 

(2.23)

The first term $L_0^{QCD}$ of the Lagrangian is symmetric with respect to the so-called chiral symmetry which is explicitly broken by the mass term $L_{QCD}^{mass}$. Without mass term, this
classically leads via Noether’s theorem to $3^2 = 9$ conserved left- and 9 conserved right-handed currents

\begin{align*}
L^{a,\mu} &= \bar{q}_L \gamma^\mu \frac{\lambda^a}{2} q_L, & \partial_\mu L^{a,\mu} = 0, \\
L^\mu &= \bar{q}_L \gamma^\mu q_L, & \partial_\mu L^\mu = 0, \\
R^{a,\mu} &= \bar{q}_R \gamma^\mu \frac{\lambda^a}{2} q_R, & \partial_\mu R^{a,\mu} = 0, \\
R^\mu &= \bar{q}_R \gamma^\mu q_R, & \partial_\mu R^\mu = 0.
\end{align*}

(2.24)

The quantized field theory does not have to obey the same symmetries. The corresponding vector- ($V = L + R$) and axial vector-currents ($A = L - R$) read respectively

\begin{align*}
V^{a,\mu} &= L^{a,\mu} + R^{a,\mu} = \bar{q}_L \gamma^\mu \frac{\lambda^a}{2} q, & \partial_\mu V^{a,\mu} = 0, \\
V^\mu &= L^\mu + R^\mu = \bar{q}_R \gamma^\mu q, & \partial_\mu V^\mu = 0, \\
A^{a,\mu} &= L^{a,\mu} - R^{a,\mu} = \bar{q}_R \gamma^\mu \gamma^5 \frac{\lambda^a}{2} q, & \partial_\mu A^{a,\mu} = 0, \\
A^\mu &= L^\mu - R^\mu = \bar{q}_R \gamma^\mu q, & \partial_\mu A^\mu \neq 0.
\end{align*}

(2.28)

(2.29)

(2.30)

(2.31)

The singlet axial current $A^\mu$ is anomalous, i.e. broken by quantization of the theory, and thus not conserved. The conserved singlet vector current represents conserved baryon number. The remaining symmetry group of massless QCD $SU(3)_L \times SU(3)_R$ is referred to as the chiral group, which is spontaneously broken down to its vectorial subgroup,

$$SU(3)_L \times SU(3)_R \rightarrow SU(3)_V,$$

leading by virtue of Goldstone’s theorem to eight pseudo-scalar massless spin-0 excitations of the vacuum called Goldstone bosons. These bosons, interpreted as the three pions, the four kaons and the eta, carry masses due to explicit breaking of chiral symmetry by the small quark masses. Via the ratios of the masses $M_\eta \approx M_K \gg M_\pi$ and the fact that only pions do not carry strangeness, it is reasonable that $m_s \gg m_u, m_d$. Note however, that the heavy quark masses $m_c, m_b, m_t$ are much larger than the mass of the strange quark.

In the case of two flavors, the vector subgroup corresponds to the well known isospin symmetry and for three flavors to Gell-Mann’s eightfold way.

### 2.4 Chiral Perturbation Theory (ChPT)

#### 2.4.1 ChPT for Mesons

In the following we will restrict ourselves to $N_f = 2$. We construct an effective field theory (EFT) following the work of Gasser and Leutwyler [27]. For the $N_f = 3$, we refer to [24]. The EFT will enable us to introduce a power counting in $q/\Lambda$ where $q$ represents a small
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momentum or the pion mass being much smaller than $\Lambda = 1$ GeV.

Introducing the external sources $v_\mu$ (vector), $a_\mu$ (axial-vector), $s$ (scalar) and $p$ (pseudo-scalar) as $2 \times 2$ matrices in flavor space, the vacuum to vacuum transition amplitude in presence of external fields reads

$$\langle 0 \text{ in} | 0 \text{ out} \rangle = \exp (iZ[v, a, s, p])$$

(2.32)

with the generating functional $Z$ and QCD Lagrangian

$$\mathcal{L} = \mathcal{L}_{\text{QCD}}^0 + \mathcal{L}_{\text{ext}}^0 = \mathcal{L}_{\text{QCD}}^0 + \bar{q} (\gamma^\mu v_\mu(x) + \gamma^5 \gamma^\mu a_\mu(x)) q - \bar{q} (s(x) - i\gamma^5 p(x)) q.$$  (2.33)

The mass term is included in the interaction term with external scalar fields. The Green’s functions of massless QCD can be obtained by expanding the generating functional around $v_\mu = a_\mu = s = p = 0$, whereas for the real world one needs $v_\mu = a_\mu = p = 0$ and $s(x) = \mathcal{M}$ with $\mathcal{M} = \text{diag}(m_u, m_d)$ denoting the quark mass matrix in flavor space. The Lagrangian $\mathcal{L}$ is invariant even under local $SU(2) \times SU(2)$ chiral transformations if quark- and external fields simultaneously transform as follows:

$$q_R' = R q, \quad q_L' = L q$$

(2.34)

$$v'_\mu + a'_\mu = R(v_\mu + a_\mu) R^\dagger + i R \partial_\mu R^\dagger$$

(2.35)

$$v'_\mu - a'_\mu = L(v_\mu - a_\mu) L^\dagger + i L \partial_\mu L^\dagger$$

(2.36)

$$s + i p = R(s + i p) L^\dagger$$

(2.37)

with $L \in SU(2)_L, R \in SU(2)_R$. In the path integral representation

$$\exp (iZ[v, a, s, p]) = \int [DG_\mu] [Dq] [D\bar{q}] \exp \left( i \int d^4 x \mathcal{L}[q, \bar{q}, G_\mu; v, a, s, p] \right)$$

(2.38)

it is possible to make contact with the effective theory for mesonic degrees of freedom by integrating out all gluonic and quark degrees of freedom in order to get

$$\exp (iZ[v, a, s, p]) = \int [DU] \exp \left( i \int d^4 x \mathcal{L}_{\text{eff}}[U; v, a, s, p] \right)$$

(2.39)

where $U$ is a $SU(2)$ matrix in flavor space and collects the three pseudo-scalar Goldstone fields known as the pions. This procedure of “integrating out” has been up to now not carried out explicitly. The effective Lagrangian is constructed taking into account all possible terms obeying the relevant symmetries of QCD (e.g. Lorentz-invariance, spontaneously broken chiral symmetry, C,P,T and G invariance). $U$ can be parametrized for instance by

$$U = \exp \left( i \frac{\vec{\pi} \cdot \vec{\tau}}{F} \right)$$

(2.40)

with $\tau_i$ being the Pauli matrices and $F$ a constant with dimension mass. The physical meaning of $F$ will be discussed later. It is introduced here to make the exponent dimensionless. The covariant derivative

$$\nabla_\mu U = \partial_\mu U - i (v_\mu + a_\mu) U + i U (v_\mu - a_\mu),$$

(2.41)
the external field $\chi$ containing scalar ($s$) and pseudo-scalar ($p$) sources and a constant $B$
\[
\chi = 2B(s + ip),
\]
and the field strength tensors $F_{\mu\nu}^L$ and $F_{\mu\nu}^R$
\[
F_{\mu\nu}^L = \partial_\mu F_{\nu}^L - \partial_\nu F_{\mu}^L - i[F_{\mu \nu}^L, F_{\mu \nu}^L]
\]
\[
F_{\mu\nu}^R = \partial_\mu F_{\nu}^R - \partial_\nu F_{\mu}^R - i[F_{\mu \nu}^R, F_{\mu \nu}^R]
\]
\[
F_{\mu}^L = v_{\mu} - a_{\mu}
\]
\[
F_{\mu}^R = v_{\mu} + a_{\mu}
\]
are defined in such a way that they transform covariantly, i.e.:
\[
U \rightarrow RUL^\dagger,
\]
\[
\nabla_\mu U \rightarrow RNabla_\mu UL^\dagger,
\]
\[
\chi \rightarrow R\chi L^\dagger.
\]
There is an infinite number of terms contained in $L_{\text{eff}}$. To allow for implications, we need an idea how to sort the terms and to distinguish more and less important contributions, such that terms of the same "power" can be identified and calculated excluding terms of higher importance. It is convenient to expand the effective Lagrangian according to
\[
L_{\text{eff}} = L_{\pi\pi}^{(2)} + L_{\pi\pi}^{(4)} + ..., \tag{2.51}
\]
where the index (2,4,...) denotes the number of derivatives and/or meson mass insertions and is called low energy dimension. In second order we have
\[
L_{\pi\pi}^{(2)} = \frac{1}{4}F^2\text{Tr}[\nabla_\mu U^\dagger \nabla^\mu U + \chi^\dagger U + \chi U^\dagger]. \tag{2.52}
\]
The constant $F$ is related to the axial vector currents $A_\mu^a = -F\partial_\mu \pi^a + ...$ and can be identified with the pion decay constant in the chiral limit, $F = F_\pi(1 + O(\mathcal{M}))$ [26]. To get an idea of the constant $B$ consider the explicit chiral symmetry breaking (SB) part of the Lagrangian (i.e. the quark mass term contained in $\chi$) and expand $U$ in powers of the pion fields (with $p = 0, s = \mathcal{M}$ so that $\chi = 2BM$):
\[
L_{\pi\pi}^{(2)SB} = \frac{1}{2}F^2B\text{Tr}[\mathcal{M}(U + U^\dagger)] = (m_u + m_d)B[F^2 - \frac{\pi^2}{2} + O(\pi^4)], \tag{2.53}
\]
where the first addend on the right hand side is related to the vacuum expectation values of the scalar quark densities, the second to the pion mass and the third to interactions. Since $\partial L_{\text{QCD}}/\partial m_q = -\bar{q}q$, we can directly conclude from the first term in (2.53):
\[
\langle 0 | \bar{u}u | 0 \rangle = \langle 0 | \bar{d}d | 0 \rangle = -F^2B(1 + O(\mathcal{M})). \tag{2.54}
\]
The pion mass is extracted from the second term in (2.53) expected in the form \(-\frac{M^2}{2}\pi^2\) and reads

\[
M^2_\pi = (m_u + m_d)B(1 + \mathcal{O}(\mathcal{M})).
\]

(2.55)

Eliminating \(B\) from (2.54) and (2.55) we get the famous Gell-Mann-Oakes-Renner relation:

\[
M^2_\pi = -\frac{m_u + m_d}{F_\pi^2} \langle 0 | \bar{u}u | 0 \rangle + \mathcal{O}(\mathcal{M}^2).
\]

(2.56)

Using the QCD sum rule value of \(\langle 0 | \bar{u}u | 0 \rangle = (-225\text{MeV})^3\) [25] leads to \(F_\pi \approx 93\text{ MeV},\)

\(B \approx 1300\text{ MeV}\) and a large ratio \(B/F_\pi \approx 14\).

For higher orders in \(q\), we need to specify the low-energy dimension of all fields. In order to make the expression in Eq. (2.52) of order 2, we assign the following powers:

\[
\mathcal{O}(q) = \partial_\mu U(x), v_\mu(x), a_\mu(x)
\]

(2.57)

\[
\mathcal{O}(q^2) = s(x), p(x), F^L_\mu(x), F^R_\mu(x).
\]

(2.58)

We then get to the fourth-order Lagrangian:

\[
\mathcal{L}_{\pi\pi}^{(4)} = l_1 \left( \text{Tr}[\nabla_\mu U \dagger \nabla^\mu U] \right)^2 + l_2 \text{Tr}[\nabla_\mu U \dagger \nabla_\nu U] \text{Tr}[\nabla^\mu U \dagger \nabla^\nu U] + ...
\]

(2.59)

with the ten low-energy constants (LECs) \(l_i = l_i(\mu)^{\text{reg}} + l_i(\mu)^{\text{inf}}, i = 1, ..., 7\) parametrizing the loss of high energy information and depending on the renormalization scale \(\mu\). The infinite parts \(l_i(\mu)^{\text{inf}}\) cancel the infinities arising in pion loops. The finite parts \(l_i(\mu)^{\text{reg}}\) have to be fixed by experiment or model. Not all LECs have an infinite part.

For a systematic handling of contributions in terms of the small momentum \(q\) we need a power counting to decide which processes contribute to which order. The power counting was developed by Weinberg in [18].

Consider the scattering matrix \(T\) for a reaction involving \(N_e\) external pions,

\[
T = \delta(p_1 + p_2 + ... + p_{N_e}) M
\]

(2.60)

with \(M\) being the transition amplitude depending on the momentum flowing through the amplitude, the coupling constant \(g\) and the renormalization scale \(\mu\):

\[
M = M(q, g, \mu) = q^D f(q^2/\mu, g).
\]

(2.61)

The amplitude’s scaling dimension \(D\) can be calculated by counting the dimensions of \(q\) in a process with \(I\) internal pion lines, \(L\) loops, \(V_i\) numbers of vertices of type \(i\) involving \(d_i\) derivatives or pion masses:

\[
M \propto \int (d^4 q)^L \prod_i \frac{1}{(q^{d_i})^{V_i}} \propto q^D \Rightarrow D = 4L - 2I + \sum_i V_i d_i.
\]

(2.62)

Using the topologic identity

\[
L = I - \sum_i V_i + 1
\]

(2.63)
we arrive at the master formula for interactions involving mesons only
\[ D = \sum_i V_i (d_i - 2) + 2L + 2. \]  
(2.64)

The dominant graphs at low energy carry the smallest value of \( D \). The particular form of equation (2.64) is useful because chiral invariance rules out any terms with \( d_i - 2 < 0 \). For any given number of external meson lines the leading graphs are constructed from tree graphs \((L = 0)\) containing solely vertices with dimension \( d_i = 2 \). Lowest order contributions scale with \( q^2 \) which means \( D = 2 \). Corrections come from loop graphs or graphs with higher order vertices.

### 2.4.2 ChPT including Nucleons

The theory has to be generalized in order to include baryons in effective field theory following Gasser et al. [28] and Bernard et al. [25]. In case of not purely mesonic interactions an additional mass scale, the nucleon mass enters. This scale does not vanish in the chiral limit.

We consider the general structure of the effective pion-nucleon Lagrangian \( \mathcal{L}_{\text{eff}}^{\pi N} \). It contains the pion matrix \( U(x) \) from the previous paragraph and the nucleon spin-1/2 fields. We combine the proton \((p)\) and the neutron \((n)\) fields in an isospinor
\[ \Psi = \begin{pmatrix} p \\ n \end{pmatrix} \]  
(2.65)

and describe the transformation properties under chiral \( SU(2)_L \times SU(2)_R \) in the most convenient way discussed by Georgi in [29]:
\[ \Psi \rightarrow \Psi' = K(L, R, U)\Psi \]  
(2.66)

where we introduced a matrix-valued unitary function \( K(L, R, U) \) depending implicitly on space time \( x \) via \( U(x) \) where \( L, R \in SU(2)_{L,R} \). \( K \) is defined via
\[ Ru = u'K \]  
(2.67)

with \( u^2(x) = U(x) \) and \( U'(x) = RU(x)L^\dagger = u'^2(x) \). So \( K \) is a nonlinear function of \( U(x) \).

The covariant derivative of the nucleon field is given by
\[ D_\mu \Psi = \partial_\mu \Psi + \Gamma_\mu \Psi, \]  
(2.68)

with \( \Gamma_\mu = \frac{1}{2} [u^\dagger, \partial_\mu u] - \frac{i}{2} u^\dagger (v_\mu + a_\mu) u - \frac{i}{2} u (v_\mu - a_\mu) u^\dagger \).  
(2.69)

One can show that \( D_\mu \) transforms homogeneously under chiral rotations, i.e. according to \( D'_\mu = KD_\mu K^\dagger \). The chiral connection \( \Gamma_\mu \) contains one derivative and acts as a gauge field for local transformations
\[ \Gamma'_\mu = K\Gamma_\mu K^\dagger + K\partial_\mu K^\dagger. \]  
(2.70)
An axial-vector type object with one derivative transforming homogeneously can be defined as
\[ u_\mu = i(u^\dagger \nabla_\mu u - u \nabla_\mu u^\dagger) = i\{u^\dagger, \nabla_\mu u\} = iu^\dagger \nabla_\mu U u^\dagger. \] (2.71)

The covariant derivative \( D_\mu \) and the axial vector \( u_\mu \) are the basic ingredients for the lowest order Lagrangian \( L_{\pi N} \) containing one derivative:
\[ L^{(1)}_{\pi N} = \bar{\Psi} \left( i\gamma_\mu D_\mu - \bar{m}_N + \frac{g_A}{2} \gamma_\mu \gamma_5 u_\mu \right) \Psi \] (2.72)

where \( \bar{m}_N \) denotes the nucleon mass and \( g_A \) the axial vector coupling in the chiral limit. Their physical values are \( m_N = 939 \text{ MeV} \) and \( g_A \approx 1.26 \). To understand the low energy dimension of \( L^{(1)}_{\pi N} \), we have to extend the chiral power counting to baryon fields [25]:
\[ \bar{m}_N, \Psi, \bar{\Psi}, D_\mu \Psi, \bar{\Psi} \Psi, \bar{\Psi} \gamma_\mu \Psi, \bar{\Psi} \gamma_\mu \gamma_5 \Psi, \bar{\Psi} \sigma^{\mu\nu} \Psi, \bar{\Psi} \sigma^{\mu\nu} \gamma_5 \Psi = O(1), \] (2.73)
\[ (i\not{\partial} - \bar{m}_N) \Psi, \bar{\Psi} \gamma_5 \Psi = O(p). \] (2.74)

Here \( p \) denotes a nucleonic three-momentum which is small in the chiral sense. The four-momentum is of order \( \bar{m}_N = O(1) \) and can never be small on the typical chiral scale. The index of \( L^{(1)}_{\pi N} \) displays the number of nucleonic three-momentum insertions \( p \), the number of small momentum insertions \( q \) or pion masses \( M_\pi \).

The effective Lagrangian contains the purely mesonic part \( L_{\pi\pi} \) and the one nucleon part \( L_{\pi N} \):
\[ L_{\text{eff}} = L_{\pi\pi} + L_{\pi N} \] (2.75)
\[ L_{\pi\pi} = L^{(2)}_{\pi\pi} + L^{(4)}_{\pi\pi} + \ldots \] (2.76)
\[ L_{\pi N} = L^{(1)}_{\pi N} + L^{(2)}_{\pi N} + \ldots \] (2.77)

In the meson-baryon system the exact one-to-one correspondence between the loop expansion and the small momentum expansion as seen in (2.64) is not valid in a relativistic treatment. A new large scale, the nucleon mass \( m_N \), enters via the nucleon propagator or the time derivative \( \partial_0 \Psi \propto m_N \Psi \) and destroys the manifest power counting. This can be handled via a non-relativistic expansion, as presented by Jenkins et Manohar in [30], and Bernard et al. in [31], in which the nucleon mass does not appear at leading order.

### 2.4.3 Heavy Baryon Formalism

If we consider the baryons as extremely heavy, only the baryon momenta relative to the rest mass will be of interest and these can be small. The picture of a heavy static source surrounded by light, almost massless, particles emerges.

We start with the Dirac Lagrangian for a field with mass \( m \):
\[ L = \bar{\Psi}(i\not{\partial} - m)\Psi. \] (2.78)
For a very heavy particle the four-momentum can be written as

\[ p_\mu = mv_\mu + l_\mu \]  

(2.79)

with \( v_\mu \) the four-velocity satisfying \( v^2 = 1 \) and \( l_\mu \) a small off-shell momentum, i.e. \( v_\mu l^\mu \ll m \). It is possible to construct eigenstates \( H_v \) and \( h_v \) to the velocity projection operators

\[ P_\pm = \frac{1 \pm v}{2}, \quad (P_\pm)^2 = P_\pm, \quad P_\pm P_- = P_- P_\pm = 0 \]  

(2.80)

via \( H_v = e^{imv_\mu x_\mu} P_v \Psi \) and \( h_v = e^{-imv_\mu x_\mu} P_{-v} \Psi \)

\[ \Psi = e^{-imv_\mu x_\mu} (H_v + h_v), \quad \psi H_v = H_v, \quad \psi h_v = -h_v. \]  

(2.81)

In the nucleon rest frame with \( v_\mu = (1, 0, 0, 0) \), the so-called static limit, this leads to the standard non-relativistic limit of the Dirac spinor into upper and lower components. Omitting the index \( v \) the Dirac Lagrangian becomes

\[ \mathcal{L} = \bar{H}(iv^\mu \partial_\mu)H - \bar{h}(iv^\mu \partial_\mu + 2m)h + \bar{H}(i\partial^\perp)h + \bar{h}(i\partial^\perp)H \]  

(2.82)

with \( \partial^\perp = \partial - v(v^\mu \partial_\mu) \) the transverse part of the Dirac operator. Using the equation of motion for the small component \( h \), it follows for the large component:

\[ v^\mu \partial_\mu H = 0 \]  

(2.83)

modulo corrections that are suppressed by powers of \( 1/m \). The corresponding propagator of \( H \) reads

\[ S(k) = \frac{i}{k_\mu v^\mu + i\epsilon}, \quad \epsilon > 0. \]  

(2.84)

This leads to the coordinate-space representation

\[ S(t, \vec{x}) = \Theta(t) \delta^{(3)}(\vec{x}) \]  

(2.85)

which illustrates that \( H \) corresponds to a static infinitely-heavy source. For details the reader is referred to [31], [32]. From (2.84) we see that the propagator now is counted as chiral power \(-1\), i.e. as \( q^{-1} \).

All Dirac bilinears can be expressed in terms of \( v_\mu \) and the spin operator \( S_\mu^\nu = (i/2) \gamma_5 \sigma^{\mu\nu} v_\nu \), for instance

\[ \bar{H}_v \gamma^\mu H_v = v^\mu \bar{H}_v H_v \]  

(2.86)

or

\[ \bar{H}_v \gamma^\mu \gamma_5 H_v = 2\bar{H}_v S_\nu^\mu H_v. \]  

(2.87)

More details can be found in Ref. [25].
2.4. CHIRAL PERTURBATION THEORY (CHPT)

2.4.4 Power Counting

For a Feynman diagram with \( L \) (pion) loops, \( I_\pi \) (\( I_N \)) inner meson (nucleon) lines, \( V_i \) vertices of type \( i \) with dimension \( d_i \) from the meson, meson-baryon Lagrangian and \( C \) connected pieces, we have the amplitude

\[
M \propto \int (d^4q)^L \frac{1}{(q^2)^{I_\pi}} \frac{1}{q^{d_N}} \prod_i (q^{d_i})^{V_i} \prod_{i=1}^{C-1} \delta^{(4)}(f_i(q)) \propto q^D
\]  
(2.88)

and the chiral dimension

\[
D = 4L - 2I_\pi - I_N + \sum_i d_i V_i + 4 - 4C. 
\]  
(2.89)

The delta functions guarantee the momentum conservation in all connected pieces. We use the topological identities

\[
L = I_\pi + I_N - \sum_i V_i + C
\]  
(2.90)

and

\[
2I_N + E_N = \sum_i V_i N_i
\]  
(2.91)

with \( E_N \) external nucleon lines and \( N_i \) nucleon lines attaching a vertex type \( i \). The result is

\[
D = 4 - \frac{E_N}{2} - 2C + 2L + \sum_i V_i \Delta_i
\]  
(2.92)

with

\[
\Delta_i = d_i + \frac{N_i}{2} - 2. 
\]  
(2.93)

As expected, equation (2.92) reduces to (2.64) for connected \(( C = 1)\) Feynman diagrams without nucleons \((E_N = 0, N_i = 0 \forall i)\).

2.4.5 ChPT with more than one nucleon

Two or more nucleons can be dealt with in ChPT and the above power counting provided the processes do not involve purely nucleonic intermediate states as shown in the following. Via the pure nucleonic intermediate states the third scale \( q^2/2m_N \) enters:

\[
m_N \gg q \gg \frac{q^2}{2m_N}. 
\]  
(2.94)

The appearance of the third scale \( q^2/2m_N \) can be seen in the box-diagram on the left hand side of figure 2.3 \([33]\). Calculating the contribution of the diagram with the propagator (2.84) in the static limit, i.e. \( v^\mu = (1, 0, 0, 0) \),

\[
M \propto \int d^4q \frac{1}{q^0 + i\epsilon} \frac{1}{q^0 - i\epsilon} \frac{P(q)}{(q^2 - M_\pi^2)^2} \propto \int dq^0 \frac{1}{q^0 + i\epsilon} \frac{1}{q^0 - i\epsilon} =: M'
\]  
(2.95)
Figure 2.3: Box-diagram with intermediate purely nucleonic state leading to an infrared divergence. At the right hand side of the equation the same diagram is expanded in time-ordered perturbation theory. The first two diagrams are irreducible diagrams, whereas the remaining four are reducible which means that these have to be excluded.

with a polynomial $P(q)$ in the pion four-momentum $q$, non-vanishing for $q^0 \to 0$, a problem occurs. The integral over $q^0$ contains an infrared divergence, which cannot be avoided, because the contour is pinched between the two poles at $q^0 = \pm i\epsilon$. But it is an artefact of the static approximation and we can avoid it by including the nucleon kinetic energy term

$$L_{\text{kin}} = \overline{\Psi} \frac{\nabla^2}{2m_N} \Psi. \quad (2.96)$$

Then the poles are shifted to $q^0 = \pm (q^2/2m_N - i\epsilon)$ giving the finite contribution of

$$M' \propto 2\pi i \frac{m_N}{q^2} \quad (2.97)$$

via Cauchy’s theorem. Using the naive power counting in small momenta this integral $M'$ would be expected to count as $q^{-1}$. (2.96) implies an enhancement by a (large) factor $m_N/q$.

The naive power counting works for diagrams containing at least one pion in each intermediate state as the first two graphs on the right hand side of the equation in figure 2.3. By excluding the remaining diagrams with purely nucleonic intermediate states (called reducible diagrams), the enhancement can be avoided. An effective potential for the $T$-matrix can be defined as the sum of old-fashioned time-ordered perturbation theory graphs which do not contain any purely nucleonic intermediate states. These graphs are called irreducible. The full $S$-matrix is obtained by solving the Lippmann-Schwinger or Schrödinger equation with the effective potential, which is energy-dependent. There are different ways to define an energy-independent potential which includes only contributions respecting the power counting, for instance the method of unitary transformations [34, 35, 36].

In old-fashioned time-ordered perturbation theory, integrals are performed over three-momenta. Derivatives are counted as order $q$, pion fields as $q^{-1/2}$ (using the conventional normalization $\propto 1/\sqrt{2\omega}$ for pion fields with energy $\omega$), intermediate nucleons as $q^{-1}$ and loop integrals as $\int d^3q \propto q^3$. The chiral dimension of a graph with $E_N$ external nucleon lines, $R$ intermediate states with at least one pion, $L$ loops, $C$ connected pieces and $V_i$ vertices of type $i$ with $d_i$ derivatives or pion masses and $N_i (p_i)$ nucleon (pion) fields follows
to be

\[ D = 3L - R + \sum_i V_i (d_i - \frac{p_i}{2}) - 4(C - 1). \]  \tag{2.98}

With \( I \) denoting the total number of inner lines, we use the topological identities

\[ R = \sum_i V_i - C, \]
\[ L = I - \sum_i V_i + C, \]
\[ 2I + E_N = \sum_i V_i (p_i + N_i) \]

(2.99)
(2.100)
(2.101)

to write down the resulting chiral dimension

\[ D = 4 - \frac{E_N}{2} - 2C + 2L + \sum_i V_i \Delta_i \]  \tag{2.102}

with \( \Delta_i = d_i + \frac{N_i}{2} - 2 \). The power counting (2.92) is therefore not modified, but only generalized.

The particular form of equation (2.102) is useful because chiral symmetry guarantees \( \Delta_i \geq 0 \). Lowest order contributions come from tree-graphs with \( \Delta_i = 0 \).

In case of external sources, such as electromagnetic fields, one derivative is replaced by the external current via minimal coupling. We then have exactly one vertex with \( \Delta_i \geq -1 \). In this case, the photon coupling \( e \) replaces exactly one chiral derivative or mass insertion \( q \), such that \( q^D \) is replaced by \( eq^{D-1} \).

### 2.4.6 Hierarchy of the Nuclear Forces

The power counting of Eq. (2.102) reveals a hierarchy of nuclear forces. Embedding a diagram in a diagram with one additional spectator nucleon (\( E_N \rightarrow E_N + 2, C \rightarrow C + 1 \)) means to decrease \( D \), more specifically, \( -\frac{E_N}{2} - 2C \) by three. This means e.g., that a two nucleon contribution with order \( D \) has order \( D - 3 \) in a three nucleon context and is therefore more important than a three nucleon contribution with order \( D \). The origin of this seeming discrepancy is due to the different normalization of the 2N and 3N states:

\[ \langle \vec{p}_1, \vec{p}_2 | \vec{p}'_1, \vec{p}'_2 \rangle = \delta(\vec{p}_1 - \vec{p}'_1)\delta(\vec{p}_2 - \vec{p}'_2), \]
\[ \langle \vec{p}_1, \vec{p}_2, \vec{p}_3 | \vec{p}'_1, \vec{p}'_2, \vec{p}'_3 \rangle = \delta(\vec{p}_1 - \vec{p}'_1)\delta(\vec{p}_2 - \vec{p}'_2)\delta(\vec{p}_3 - \vec{p}'_3). \]  \tag{2.103}

It can be circumvented by assigning a chiral dimension to the transition operator rather than to its matrix elements in the \( N \)-nucleon space. To account for that, we take a counting comparing to the two nucleon sector by adding three powers of \( q \) for each additional nucleon.
or equivalently \(3N - 6\) to the counting in Eq. (2.102), where we introduced the number of nucleons \(N = \frac{E_N}{2}\):

\[
D = -2 + 2N - 2C + 2L + \sum_i V_i \Delta_i. \tag{2.104}
\]

In this power counting for transition operators, the increase of \(2N\) by 2 for each additional spectator nucleon is compensated by a \(-2\) stemming from the term \(-2C\). For details, we refer to [37].

<table>
<thead>
<tr>
<th>(2N) force</th>
<th>(3N) force</th>
<th>(4N) force</th>
</tr>
</thead>
<tbody>
<tr>
<td>LO</td>
<td>(\bigcirc)</td>
<td>(\bigcirc)</td>
</tr>
<tr>
<td>NLO</td>
<td>(\bigcirc) (\bigcirc)</td>
<td>(\bigcirc)</td>
</tr>
<tr>
<td>NLO</td>
<td>(\bigcirc) (\bigcirc) (\bigcirc) (\bigcirc)</td>
<td>(\bigcirc) (\bigcirc) (\bigcirc) (\bigcirc)</td>
</tr>
<tr>
<td>NLO</td>
<td>(\bigcirc) (\bigcirc) (\bigcirc) (\bigcirc)</td>
<td>(\bigcirc) (\bigcirc) (\bigcirc) (\bigcirc)</td>
</tr>
</tbody>
</table>

Figure 2.4: Hierarchy of the nuclear forces derivated from ChPT. The figure is taken from Epelbaum [38], [39].

- For example, the lowest order for two-nucleon \((E_N = 4)\) forces is \(D = 4 - 2 - 2 + 0 + 0 = 0\), where only vertices with \(\Delta_i = 0\) are included. This order is called leading order (LO).

- At the next order \(D = 1\) exactly one vertex of the two-nucleon interaction with \(\Delta_i = 0\) is replaced by one with \(\Delta_i = 1\). Due to parity conservation, \((\tilde{N}N)(\tilde{N}N)\) vertices with one spatial derivative and \(\pi NN\) vertices with two derivatives (i.e. in both cases \(\Delta_i = 1\)) are forbidden, i.e. this order does not contribute.

- At the next order \(D = 2\), which is called next-to-leading order (NLO) exactly one LO vertex is replaced by a vertex with \(\Delta_i = 2\). Also one-loop diagrams are allowed constructed from lowest-order vertices. Formally, three nucleon forces enter the game at this order: One purely irreducible diagram with a Weinberg-Tomozawa vertex
and two diagrams consisting of the lowest two nucleon contributions and a one-pion-exchange interaction. It was shown that the former contribution is suppressed by a factor of $1/m$ by the appearance of a time derivative at the leading order $\pi\pi N N$ vertex. The latter was shown to cancel exactly with two nucleon recoil in an energy-dependent formalism based on time-ordered perturbation theory in [40], [33] and to be suppressed by a factor of $1/m$ in an energy-independent approach using unitary transformations in [41].

- At next-to-next-to-leading order (NNLO) $D = 3$, the one-loop two-nucleon graphs can incorporate a vertex with $\Delta_i = 1$. Only the triangle pion exchange diagram has a non-vanishing, even unnaturally strong, contribution which is related to $\Delta$ excitations [42]. The first three-nucleon contributions arise from tree diagrams with one insertion with $\Delta_i = 2$ and the three-nucleon contact interaction. The corresponding low energy constants (LECs) usually called $D$ and $E$ are fitted to the $^3\text{He}$ binding energy and additional properties of light nuclei [43], [44] and [45].

For a detailed description of nuclear forces, see e.g. [8].
Chapter 3

Numerical Methods

3.1 Crude Monte Carlo Integration

We follow the description of [46]. For details we refer to [47]. Consider a function $f : V \to \mathbb{R}$ where $V \subset \mathbb{R}^n$. Pick $N$ random points $x_1, \ldots, x_N$, uniformly distributed in $V$. Then the integral of $f$ over the volume $V$ can be estimated via the fundamental theorem of Monte Carlo (MC) Integration

$$\int f dV = \int_V f \, d^Nx \approx |V| \langle f \rangle \pm |V| \sqrt{\frac{\langle f^2 \rangle - \langle f \rangle^2}{N}}$$

where the arithmetic mean over the $N$ points was used,

$$\langle f \rangle = \frac{1}{N} \sum_{i=1}^{N} f(x_i) \quad \langle f^2 \rangle = \frac{1}{N} \sum_{i=1}^{N} f^2(x_i).$$

(3.1) (3.2)

The error term is the standard deviation error estimate for the integral, but there is no guarantee that the error is distributed as a Gaussian. So it should be taken as a rough indication of the probable error.

A very important aspect of Monte Carlo integration is the behaviour of the error in higher dimensions. It is always proportional to $N^{-1/2}$, independent of the dimensionality of the domain of integration. In traditional numerical integrations the error bound is expected to be proportional to $h^2 = N^{-2/d}$ in $d$ dimensions, because the sampling point spacing $h$ increases with dimension. Comparing the errors, it can be advantageous to use Monte Carlo in more than four dimensions.

If the shape of the integration volume $V$ is too complicated to be parametrized, then $V$ can be embedded into a simple volume $W \supset V$ and the function $f$ can be continued to a function $g$ with $g|_V = f$ and $g|_{W \setminus V} = 0$, i.e. $g$ coincides with $f$ in $V$ and is zero at points outside of $V$ carrying no information content. This procedure increases the error estimate by increasing the volume and reducing the number $N$ of points in $V$, which carry information allowing to estimate the integral. So $W$ should enclose $V$ as tight as possible. There are some special limiting cases which might be interesting:
1. For a constant function only one single point and the volume are needed to achieve an exact result. Therefore the error is correctly estimated to exactly vanish.

2. A strongly peaked function is almost zero everywhere in the integration volume except for a very small region giving a huge contribution, which probably will be missed by almost all Monte Carlo points. The error will be severely underestimated.

These two limiting cases show that numerical quadrature routines should adapt to the shape of the function when using Monte Carlo integration.

### 3.2 Adaptive Monte Carlo Integration

#### 3.2.1 Importance Sampling

Following ref. [46], we write the integrand $f$ as a product of a function $h = f/p$ that is almost constant times a positive function $p$:

\[
\int f dV = \int (f/p) p dV = \int h p dV \approx \left( \int p dV \right) \langle h \rangle \pm \left( \int p dV \right) \sqrt{\frac{\langle h^2 \rangle - \langle h \rangle^2}{N}}. \tag{3.3}
\]

Choosing $p$ such that

\[
\int p dV = 1 \tag{3.4}
\]

we get a generalized theorem for MC integration of $h = (f/p)$ distributed with $p dV$ instead of MC integration of $f$ uniformly distributed with $dV$:

\[
\int f dV = \int \frac{f}{p} p dV \approx \left\langle \frac{f}{p} \right\rangle \pm \sqrt{\frac{\langle (f/p)^2 \rangle - \langle (f/p) \rangle^2}{N}}. \tag{3.5}
\]

Setting $p = 1/V$ recovers (3.1).

The numerator in the square root of (3.5) contains Monte Carlo estimators for integrals according to

\[
S = \left\langle \frac{f^2}{p^2} \right\rangle - \left\langle \frac{f}{p} \right\rangle^2 \approx \int \frac{f^2}{p^2} p dV - \left( \int \frac{f}{p} p dV \right)^2 = \int \frac{f^2}{p} dV - \left( \int f dV \right)^2. \tag{3.6}
\]

Via functional variation of $p$ and with a Lagrange multiplier $\lambda$ to fix the value of $\int p dV = 1$ we minimize $S + \lambda(\int p dV - 1)$

\[
0 = \frac{\delta}{\delta p} \left( \lambda \left( \int p dV - 1 \right) + \int \frac{f^2}{p} dV - \left( \int f dV \right)^2 \right) = \int dV \frac{\delta}{\delta p} \left( \lambda p + \frac{f^2}{p} \right) \tag{3.7}
\]
and get \(0 = -f^2/p^2 + \lambda\), which is indeed a minimum for positive \(p\). The optimal choice for \(p\) then is

\[
p = \frac{|f|}{\sqrt{\lambda}} = \frac{|f|}{\int |f| dV}
\]

which is intuitively clear: regions where \(f\) contributes strongly are more important than zero contributing regions. That is the reason for calling this method for reducing the variance “importance sampling”. The variance per sampling point then is

\[
S_{\text{optimal}} = \left( \int |f| dV \right)^2 - \left( \int f dV \right)^2.
\]

At first view it seems very curious that we can reduce the variance to zero, e.g. by choosing an offset to make \(f\) a positive function. The resolution of this seeming paradox is simple: Zero variance is equivalent to knowing in advance the result of the integration \(\int f dV = \int |f| dV\), because the result is necessary to calculate the best \(p\) in (3.8) to achieve zero variance. The challenge of this adaptive strategy is to approximate \(p\) with appropriate computational effort.

### 3.2.2 Stratified Sampling

A different ansatz is called “stratified sampling” [46],[47]. We denote the true average of a function over the volume \(V\) by \(\langle\langle f\rangle\rangle\) and the uniformly distributed simple Monte Carlo estimator by \(\langle f \rangle\) where

\[
\langle\langle f \rangle\rangle = \frac{1}{V} \int f dV, \quad \langle f \rangle = \frac{1}{N} \sum_i f(x_i).
\]

The variance of the estimator \(\text{Var}(\langle f \rangle)\) is asymptotically related to the variance of the function \(f\), \(\text{Var}(f) = \sigma^2 = \langle\langle f^2 \rangle\rangle - \langle\langle f \rangle\rangle^2\), via

\[
\text{Var}(\langle f \rangle) = \frac{\text{Var}(f)}{N}
\]

as seen in (3.1).

The idea of stratified sampling is to divide the volume \(V\) in sub-volumes and sample separately in each sub-volume. Let us divide the volume \(V\) in two equal, disjoint sub-volumes denoted by \(V_a\) and \(V_b\) and sample \(N/2\) points in each sub-volume. Then a different estimator for \(\langle\langle f \rangle\rangle\) is given by the mean of the MC estimators of the two half regions,

\[
\langle f \rangle' = \frac{1}{2} \left( \langle f \rangle_a + \langle f \rangle_b \right).
\]
The variance of the estimator (3.12) is
\[
\text{Var}(\langle f \rangle') = \frac{1}{4} [\text{Var}(\langle f \rangle_a) + \text{Var}(\langle f \rangle_b)] \\
= \frac{1}{4} \left[ \frac{\text{Var}_a(f)}{N/2} + \frac{\text{Var}_b(f)}{N/2} \right] \\
= \frac{1}{2N} \left[ \text{Var}_a(f) + \text{Var}_b(f) \right]
\]
(3.13)
in terms of the sub-volume variances of the functions \( \text{Var}_a(f) = \sigma_a^2 = \langle \langle f^2 \rangle \rangle_a - \langle \langle f \rangle \rangle_a^2 \) and correspondingly \( \text{Var}_b(f) \).

The variance of \( f \) can be expressed in terms of \( \text{Var}_a(f) \) and \( \text{Var}_b(f) \):
\[
\text{Var}(f) = \langle \langle f^2 \rangle \rangle - \langle \langle f \rangle \rangle^2 = \frac{1}{2} \left[ \langle \langle f^2 \rangle \rangle_a + \langle \langle f^2 \rangle \rangle_b \right] - \left[ \frac{1}{2} \left( \langle \langle f \rangle \rangle_a + \langle \langle f \rangle \rangle_b \right) \right]^2 \\
= \frac{1}{2} \left[ \text{Var}_a(f) + \text{Var}_b(f) \right] + \frac{1}{4} \left[ \langle \langle f \rangle \rangle_a - \langle \langle f \rangle \rangle_b \right]^2.
\]
(3.14)
(3.15)

Comparing (3.11), (3.12) and (3.13), the advantage of stratified sampling in case of two sub-volumes can be recognized:
\[
\text{Var}(\langle f \rangle) = \text{Var}(\langle f \rangle') + \frac{1}{4N} \left[ \langle \langle f \rangle \rangle_a - \langle \langle f \rangle \rangle_b \right]^2.
\]
(3.16)

In words: The stratified variance \( \text{Var}(\langle f \rangle') \) is never larger than the simple MC variance \( \text{Var}(\langle f \rangle) \) and will be smaller, if the sub-volume mean values \( \langle \langle f \rangle \rangle_a \) and \( \langle \langle f \rangle \rangle_b \) are different. This is a special case for stratified sampling with the same number of sampling points in each sub-volume.

Let us consider the case with \( N_a \) points distributed in \( V_a \) and correspondingly \( N_b = N - N_a \) in \( V_b \). We have to generalize (3.13) to
\[
\text{Var}(\langle f \rangle') = \frac{1}{4} \left[ \frac{\text{Var}_a(f)}{N_a} + \frac{\text{Var}_b(f)}{N - N_a} \right]
\]
(3.17)
which takes the smallest value for
\[
\frac{N_a}{N} = \frac{\sigma_a}{\sigma_a + \sigma_b}.
\]
(3.18)

So the total variance is minimal if the number of sampled points in each sub-volume is proportional to the variance of \( f \) in that sub-volume. With (3.18) the variance (3.17) is reduced to
\[
\text{Var}(\langle f \rangle') = \frac{(\sigma_a + \sigma_b)^2}{4N} = \left( \sqrt{\text{Var}_a(f)} + \sqrt{\text{Var}_b(f)} \right)^2
\]
(3.19)
which reproduces (3.11), if \( \text{Var}(f) = \text{Var}_a(f) = \text{Var}_b(f) \). In that case, stratification does not help to improve the result compared to crude MC integration.
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In general $V$ is divided into $K$ segments along each axis providing $K^d$ sub-volumes for $d$ dimensions. In each sub-volume $V_j$, the optimal number of points has to be proportional to $\sigma_j$, cf. (3.18). In practice this is not very useful for high dimensionality. The main problem of this method is the numeric expenditure: The time to estimate all errors $\sigma_j$ for $j = 1, ..., K^d$ grows exponentially with $d$.

3.2.3 The VEGAS Algorithm

The VEGAS algorithm, invented by Lepage and presented in his publications [48] and [49], is a mixed strategy algorithm using primarily importance and in some cases stratified sampling, the latter if the dimension $d$ is small enough to avoid the $K^d$-explosion in the following sense: $(K/2)^d < N/2$ with $N$ the number of sample points. But the $K$ subdivisions are also used for importance sampling to define a sampling grid.

For importance sampling, VEGAS constructs adaptively and iteratively a separable weight function $p \propto p(x,y,z,...) = p_x(x)p_y(y)p_z(z)\cdot \cdot \cdot$, which reduces the problem to $d$ one-dimensional samplings and therefore also avoids the exponential growth with dimension $d$.

The optimal separable weight function as a generalization of (3.8) is given by

$$p_x(x) = \frac{\left[ \int \hat{d}xdydz... \frac{f^2(x,y,z,...)}{(\hat{p}_x(x)p_y(y)p_z(z)\cdot \cdot \cdot)} \right]^{1/2}}{\int dx \left[ \int \hat{d}xdydz... \frac{f^2(x,y,z,...)}{(\hat{p}_x(x)p_y(y)p_z(z)\cdot \cdot \cdot)} \right]^{1/2}}$$

(3.20)

and correspondingly for the other dimensions where the hat of $\hat{o}$ denotes the omission of $o$. Because there are standard techniques for generating evenly distributed random numbers and it is more difficult to generate numbers from an arbitrary distribution with density $p(x)$, the algorithm constructs a “grid” with constant density between neighbouring grid points. Starting with $p = 1/V$, VEGAS constructs $p$ as a step-function with $K$ steps in each direction. Then $p$ can be easily stored as $Kd$ tabulated values. On each step the random numbers are then evenly distributed. We consider only the $x$ direction for simplicity. The probability of a random number being chosen from any step is defined to be $1/K$ for all steps $(x_0 < ... < x_K$, which define the “sampling grid”):

$$p_x(x) = \frac{1}{K\Delta x_i} \quad \text{for} \quad x \in \Delta x_i, i = 1, ..., K$$

(3.21)

To achieve $p = 1/V$ in the beginning, the step-sizes $\Delta x_i = x_i - x_{i-1}$ are chosen to be $V/K$. The strategy of VEGAS is to refine iteratively the step-size where the right-hand-side of (3.20) from the last iteration is large. To keep the number $K$ of steps constant, the step size must be enlarged where (3.20) is small. Corresponding to (3.21) the weight function becomes large with fine step-size. The improved weight function $p$ then is used in the next iteration. This implies the need to accumulate not only the overall estimator for the integral, but also the $Kd$ estimators for the right hand side of (3.20) from the previous iteration.
The adaption of the step sizes is achieved by subdividing each of the $K$ steps into a number of $s_i + 1$ sub-steps with $\sum_i s_i = S$ typically fixed at $S = 1000$ and afterwards joining each $S/K$ neighbouring sub-steps to restore the initial number $K$ of steps. The number of sub-divisions $s_i$ is chosen to be

$$s_i = S I_i,$$

with $I_i$ estimating the $x$-integral over step $i$ of the right hand side of (3.20).

The separability of the weight function is the Achilles' heel of the algorithm. The integrand must be concentrated in a few regions in the $d$-dimensional space for VEGAS to give a better result and performance than simple MC. Such an integrand gives large contributions on bounded coordinate intervals, i.e. the projection of the regions onto the coordinate axes. Then the grid can be optimized in each direction separately.

If the integrand is not concentrated in a separable region, but on a non-separable geometry, e.g. the coordinate diagonal from $(0,0,...)$ to $(1,1,...)$, the algorithm will not provide any advantage. In general, VEGAS may not perform well if the integrand is concentrated on some trajectory or hyper-surface.

The final result of VEGAS with $N$ function calls per iteration $i$ (with estimate $I_i$, standard deviation $\sigma_i$) and $m$ iterations is

$$I_{\text{best}} = \sigma_{\text{best}}^2 \sum_{i=1}^m \frac{I_i}{\sigma_i^2}, \quad \sigma_{\text{best}} = \left( \sum_{i=1}^m \frac{1}{\sigma_i^2} \right)^{-1/2},$$

which is the error-weighted mean of all iterations and the related error. For peaked integrand the integral and error may be badly underestimated in the first iterations (before the algorithm has adapted). The quantity

$$\chi^2/m = \frac{1}{m-1} \sum_{i=1}^m \frac{(I_i - I_{\text{best}})^2}{\sigma_i^2}$$

allows for a consistency check. If it is significantly larger than 1, the iterations are statistically inconsistent and the results are suspect.

### 3.2.4 Portable Random Number Generator

Since Monte Carlo techniques are based on random numbers, a word should be said about the paradox to produce “random numbers” with a computer, the most precise and deterministic machine conceived by human mind. From this it is clear that random number generators are simple deterministic programs producing a periodic sequence of numbers that should look “apparently random”. Therefore they deserve the characterization “pseudo-random number generators” rather than “random number generators”. We will not make such fine distinctions. Widely spread standard random number generators are the multiplicative linear congruential generators (MLCGs), for instance generating numbers between
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0 and 1, which are reviewed by Park and Miller in [50]. They pointed out that many generators not even sample “apparently random” numbers: For instance one finds for the ANSI C library routine: When interpreting every \( k \) consecutive numbers as a \( k \)-vector, the vectors with coordinates between 0 and 1 will not fill bit by bit the \( k \)-dimensional space \([0, 1]^k\), but will lie on \((k - 1)\)-dimensional planes (with no \( k \)-volume in \( k \)-space!). The number of planes can be calculated from the parameters of the generator. Instead they suggested a minimal MLCG with good behaviour which has a period of \( 2^{31} - 2 \approx 2.1 \times 10^9 \), too short for our purpose. We therefore use a combined generator suggested by L’Ecuyer in [51] which has twice the execution time of the minimal generator. By combining two MLCGs with an additional shuffle we get a “perfect” random number generator in the sense that the new generator does not fail any tried statistical test according to Numerical Recipes [46], otherwise the authors of [46] promise to pay \$1000. The period of the generator is \( \approx 2.3 \times 10^{18} \) and therefore large enough to avoid statistically dependent estimates even when using a large number of sampling points.

3.2.5 Adaptive MC in Nuclear Physics

In a theory describing nuclear interactions in terms of certain degrees of freedom (e.g. nucleons and pions in the low energy regime), which themselves can form composite objects (e.g. \(^3\)He or \(^3\)H), a systematical concept is needed to calculate expectation values of these composite objects. To that end, scattering processes involving bound states are described by free scattering processes convolved with the corresponding bound state wave-functions projecting onto the relevant degrees of freedom and quantum numbers. The following scheme arises (Fig. 3.1): For a given process

1. add up all possible diagrams to the so-called integral kernel,
2. convolute the integral kernel with the initial and final nuclear wave-function with respect to the relative nucleon-momenta.

Figure 3.1: Electro- and photo-production off the deuteron or a nucleus with more nucleons. In a first step the integral kernel, denoted by the grey bubble, is calculated regarding the nucleons as free particles and in a second step the kernel is convoluted with one nuclear wave-function for the final and one for the initial state, denoted by the pitch circles.
This procedure leads to high-dimensional integrals. For \( N \leq A \), consider a \( N \)-nucleon contribution to the full \( A \)-nucleon bound state scattering amplitude, represented by a \( N \)-body integral kernel, and evaluated in center of mass frame:

\[
\mathcal{M}_{NA} \propto \sum_{\text{polarizations}} \left( \Psi_A \middle| \mathcal{O}_N \otimes I_{A-N} \right| \Psi_A \right) \\
= \sum_{\text{polarizations}} \int_{A-1} \prod_{i=1}^{A-1} d^3 p_i \prod_{j=1}^{A-1} d^3 p'_i \\
\times \Psi_A^*(\vec{p}_1', \ldots, \vec{p}_{A-1}') \mathcal{O}_N(\vec{p}_1', \ldots, \vec{p}_{N-1}', \vec{p}_1, \ldots, \vec{p}_{N-1}) \prod_{k=N}^{A-1} \delta^{(3)}(\vec{p}_k' - \vec{p}_k) \Psi_A(\vec{p}_1, \ldots, \vec{p}_{A-1}) \\
= \sum_{\text{polarizations}} \int_{A-1} \prod_{i=1}^{A-1} d^3 p_i \prod_{j=1}^{N-1} d^3 p'_i \\
\times \Psi_A^*(\vec{p}_1', \ldots, \vec{p}_{N-1}', \vec{p}_N, \ldots, \vec{p}_{A-1}') \mathcal{O}_N(\vec{p}_1', \ldots, \vec{p}_{N-1}', \vec{p}_1, \ldots, \vec{p}_{N-1}) \Psi_A(\vec{p}_1, \ldots, \vec{p}_{A-1}) .
\] (3.25)

This process involves \( d = 3[(A-1) + (N-1)] \) integrations. For processes without spectators \((A = N)\), the dimension increases by 6 per additional nucleon as \( d = 6(A-1) \). For a fixed number \( N \) of involved nucleons, the dimension of integration increases by 3. For each additional nucleon one has to perform between three and six integrations. For the tri-nucleon \((A = 3)\) the so-called “two-nucleon contributions” \((N = 2)\) require 9 integrations. The dimension of integration reaches very fast the limit of classical numerical quadrature techniques. MC integration methods are therefore unavoidable for such calculations to open the systematics towards heavier nuclei.

The VEGAS algorithm seems, at first sight, to fail in this case: The integral kernel is peaked on an inseparable hyper-surface, a manifold of lower dimension. For example, the two-nucleon \( a \)-contribution in Fig. 5.2 is peaked on the neighbourhood of a three-dimensional sub-manifold. The manifold is a singular region, where the denominator of the corresponding contribution in Eq. (5.47) is zero. This would, in fact, diminish the advantages of the MC Vegas algorithm. Fortunately the nuclear wave functions prove to be helpful as they vanish for high relative momenta acting as a smooth cutoff. So, the manifold can be projected onto a bounded interval on each axis. This generally holds for nuclear matrix calculations of this kind and is a motivation for developing and improving MC techniques specialized to this problem.

In this work, we follow a consistent chiral ansatz to calculate interactions involving nuclei:

- Calculate the integral kernel for all possible elementary diagrams for a given process to a given order in chiral perturbation theory containing only irreducible contributions and
- sandwich it with chiral nuclear wave function in initial and final asymptotic state, e.g. the tri-nucleon wave function for the triton or helion from [52].
A consistent chiral ansatz is even more suitable for MC techniques than Weinberg’s hybrid ansatz [53], because chiral nuclear wave functions even have a nicer large-momentum behaviour than the phenomenological wave functions: They vanish exponentially with high relative momentum. In this work, we demonstrate the power of MC VEGAS in this context and provide first results ever for chiral 3N calculations on photo- and electroproduction of neutral pions.
Chapter 4

Generalities: Neutral-Pion
Electroproduction off the (Tri-)Nucleon

In this chapter, we present and explain the methods we used to calculate nuclear matrix elements: from diagrams to observables. The cross section and kinematics can be found in the appendix chapter A.

4.1 Operator Structure of the Amplitude

The scattering amplitude of a given process has a certain form, which is enforced by symmetries of the corresponding fundamental interactions. We construct it here for neutral pion production off the (tri-)nucleon near threshold. We restrict ourselves to S- and P-waves in the multipole decomposition of the final pion/(tri-)nucleon system. For a complete multipole expansion of the photo-production amplitude of meson from spin-1/2 particles, we refer to [54], [55] and [56].

4.1.1 At Threshold, S-wave

Corresponding to CGLN [57], the threshold scattering amplitude defined in (A.43) for pseudo-scalar electroproduction (of the pion) from a spin-$\frac{1}{2}$ particle $\psi$ (neutron, proton, $^3$H or $^3$He) with respect to non-relativistic spin-$\frac{1}{2}$ spinors $\chi(\frac{1}{2}) = (1, 0)$ and $\chi(-\frac{1}{2}) = (0, 1)$ and spin operator $\vec{S}$ in the center-of-mass frame can be expressed by two non-relativistic operators, the only operators at threshold, namely one transversal operator

$$-\left[\hat{k} \times [\hat{k} \times \vec{S}]\right] = \vec{S} - \hat{k}(\hat{k} \cdot \vec{S}). \quad (4.1)$$

and one longitudinal operator

$$\hat{k}(\hat{k} \cdot \vec{S}), \quad (4.2)$$

where $\hat{k} = \vec{k}/|\vec{k}|$. We classify a vector $\vec{v}$ by its direction with respect to the photon momentum $\vec{k}$: Every vector $\vec{v}$ can be orthogonally and uniquely split up into a longitudinal
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part $\vec{v}_L = (\vec{v} \cdot \hat{k})\hat{k}$ and the transversal part $\vec{v}_T = \vec{v} - (\vec{v} \cdot \hat{k})\hat{k} = -\left[\hat{k} \times (\hat{k} \times \vec{v})\right]$ such that $\vec{v} = \vec{v}_L + \vec{v}_T$ and $\vec{v}_L \cdot \vec{v}_T = 0$. For any given vectors $\vec{v}$ and $\vec{w}$, the scalar product separates according to $\vec{v} \cdot \vec{w} = \vec{v}_L \cdot \vec{w}_L + \vec{v}_T \cdot \vec{w}_T$.

We define the amplitudes $E_{0+}^{\rho \psi}$ and $L_{0+}^{\rho \psi}$ as the coefficients accompanying the operator (4.1) and (4.2), respectively, via

$$\mathcal{M}^\lambda = 2iE_{0+}^{\rho \psi}(\vec{e}_T^\lambda \cdot \vec{S}) + 2i(L_{0+}^{\rho \psi} - E_{0+}^{\rho \psi})(\vec{e}_L^\lambda \cdot \hat{k})(\hat{k} \cdot \vec{S})$$

$$= 2iE_{0+}^{\rho \psi}(\vec{e}_T^\lambda \cdot \vec{S}) + 2iL_{0+}^{\rho \psi}(\vec{e}_L^\lambda \cdot \vec{S}),$$

(4.3)

where we used $\vec{e}_T^\lambda = \vec{e}^\lambda - (\vec{e}^\lambda \cdot \hat{k})\hat{k}$ and $\vec{e}_L^\lambda = (\vec{e}^\lambda \cdot \hat{k})\hat{k}$. This is a commonly used [58] definition for the electric and longitudinal S-wave amplitude. For higher multipole contributions, we refer to the next sections and [59].

As a short explanation for the occurring structures in (4.3):

We want to describe the interplay between a vector and an axial-vector current, i.e. we have to construct a pseudo-scalar $\mathcal{M}^\lambda$ (linear in $\vec{e}^\lambda$) using the following three ingredients:

- the polarization vector $\vec{e}^\lambda$ (vector),
- the nuclear spin vector $\vec{S}$ (pseudo vector),
- the photon momentum vector $\vec{k}$ (vector).

The time component of the polarization vector (A.34) is eliminated in favor of the longitudinal component using the Ward identity $\epsilon_{\mu}^\lambda k^\mu = 0$. For a real photon, time and longitudinal components of the polarization vector exactly cancel, for a virtual photon with $k^\mu k_\mu \neq 0$, the longitudinal component survives according to Eq. (A.39). We therefore only need three component vectors to describe the amplitude.

If we separate off the polarization vector according to $\mathcal{M}^\lambda = \vec{e}^\lambda \cdot \vec{j}$, the task is equivalent to finding a pseudo-vector $\vec{j}$ constructed from

- the nuclear spin vector $\vec{S}$ (pseudo-vector),
- the photon momentum vector $\vec{k}$ (vector),

using vector multiplications, namely the scalar product and the vector product.

The natural choice for $\vec{j}$ is a multiple of $\vec{S}$, which can be divided into $\vec{S}_L$ and $\vec{S}_T$.

Every pseudo-vector involving more than one $\vec{S}$ can be reduced by virtue of the angular momentum algebra to a term of the form $a + b\vec{k}$ with $a$ a pseudo vector and $b$ a scalar. While the second term $b\vec{S}$ is of the above form, we cannot form a pseudo vector $\vec{a}$ using $\vec{k}$ only, i.e. $\vec{a} = 0$.

This leaves only $\vec{S}_L$ and $\vec{S}_T$ as expected.
4.1. OPERATOR STRUCTURE OF THE AMPLITUDE

4.1.2 Near Threshold, P-wave

Above threshold there is an additional vector $\vec{q}_\pi$, the pion three-momentum, that can be used in different combinations to construct a pseudo vector. We then have

- the nuclear spin vector $\vec{S}$ (pseudo-vector),
- the photon momentum vector $\vec{k}$ (vector),
- the pion momentum vector $\vec{q}_\pi$ (vector).

Additionally to the given s-wave structures, at first order in $\vec{q}_\pi$ we can form three new pseudo vectors $[\vec{q}_\pi \times \vec{k}, \vec{q}_\pi (\vec{k} \cdot \vec{S}), \vec{k}(\vec{q}_\pi \cdot \vec{S})$ and a new scalar $(\vec{q}_\pi \cdot \vec{k})$ to multiply the given structures. We then have the following additional terms linear in $\vec{q}_\pi$:

$$
\mathcal{M}^\lambda = 2i(\vec{e}^\lambda \cdot \vec{k}) (\vec{q}_\pi \cdot \vec{k}) P^\psi_1 + 2i(\vec{e}^\lambda \cdot \vec{q}_\pi)(\vec{k} \cdot \vec{S}) P^\psi_2 + (\vec{e}^\lambda \cdot [\vec{q}_\pi \times \vec{k}]) P^\psi_3
$$

$$
+ 2i(\vec{e}^\lambda \cdot \vec{k})(\vec{k} \cdot \vec{S})(\vec{q}_\pi \cdot \vec{k})(P^\psi_4 - P^\psi_5 - P^\psi_6) + 2i(\vec{e}^\lambda \cdot \vec{q}_\pi)(\vec{q}_\pi \cdot \vec{S}) P^\psi_3
$$

$$
= 2i(\vec{e}_T^\lambda \cdot \vec{S})(\vec{q}_\pi \cdot \vec{k}) P^\psi_1 + 2i(\vec{e}_T^\lambda \cdot \vec{q}_\pi)(\vec{k} \cdot \vec{S}) P^\psi_2 + (\vec{e}_T^\lambda \cdot [\vec{q}_\pi \times \vec{k}]) P^\psi_3
$$

$$
+ 2i(\vec{e}_L^\lambda \cdot \vec{S})(\vec{q}_\pi \cdot \vec{k}) P^\psi_4 + 2i(\vec{e}_L^\lambda \cdot \vec{k})(\vec{q}_\pi \cdot \vec{S}) P^\psi_5.
$$

Here, we choose the following combinations of the more commonly used P-wave multipoles $E_{1+}$ (electric quadrupole), $M_{1\pm}$ (magnetic dipole) and $L_{1\pm}$ (longitudinal quadrupole) (cf. 4.8),

$$
P^\psi_1 = 3E_{1+} + M_{1+} - M_{1-}, \quad P^\psi_2 = 3E_{1+} - M_{1+} + M_{1-}, \quad P^\psi_3 = 2M_{1+} + M_{1-},
$$

$$
P^\psi_4 = 4L_{1+} + L_{1-}, \quad P^\psi_5 = -2L_{1+} + L_{1-}. \quad (4.4)
$$

4.1.3 General Structure of the Amplitude

In the center-of-mass system with energy $W$, the hadronic current operator of neutral pion production off a spin-1/2 nucleus $\psi$ is given in terms of the CGLN [57] amplitudes $F_i, i = 1, \ldots, 6$, as

$$
\vec{J} = \frac{4\pi W}{m_\psi} \left( 2i\vec{s}T F_1 + 4(\vec{S} \times \hat{k})(\vec{S} \cdot \vec{q}_\pi) F_2 + 2i\vec{q}_\pi, L(\vec{S} \cdot \hat{k}) F_3 
$$

$$
+ 2i\vec{q}_\pi, L(\vec{S} \cdot \vec{q}_\pi) F_4 + 2i\vec{k}(\vec{S} \cdot \vec{q}_\pi) F_5 + 2i\vec{k}(\vec{S} \cdot \vec{q}_\pi) F_6 \right), \quad (4.5)
$$

$$
\rho = \frac{4\pi W}{m_\psi} \left( 2i(\vec{S} \cdot \vec{q}_\pi) F_7 + 2i(\vec{S} \cdot \hat{k}) F_8 \right) = \frac{\vec{k} \cdot \vec{J}}{k^0}. \quad (4.6)
$$

$F_1, \ldots, F_4$ describe the transverse current, while the longitudinal component is given by $F_5$ and $F_6$. $F_7$ and $F_8$ are not independent of the others. In the initial state the photon carries spin 1 with helicity $\lambda$ which couples with its orbital momentum relative to the nucleon target to the photon multi-polarity $L$. The transverse polarization $\lambda = \pm 1 = \pm$ mediates
electric and magnetic transitions and the longitudinal polarization $\lambda = 0$ the Coulomb transitions. The final state is described by an orbital momentum $l$ of the pion relative to the recoiling spin-$1/2$ nucleus $\psi$ with parity $(-1)^{l+1}$ due to the intrinsic parity of the pion. The total spin of the final state is given by $J' = |l \pm 1/2| = l \pm$ and has to be equal to the initial spin $J = |L \pm 1/2|$. Using parity arguments, we find for

$$
\lambda = \pm 1 : (-1)^L = (-1)^{l+1} \rightarrow |L - l| = 1,
$$

$$
\lambda = 0 : (-1)^{L+1} = (-1)^{l+1} \rightarrow L = l.
$$

(4.7)

The structure functions can be decomposed into multipole series [55] in terms of derivatives of the Legendre polynomials $P_l$,

$$
F_1 = \sum_{l \geq 0} \left\{ (l M_{l+} + E_{l+}) P'_{l+1} + [(l + 1) M_{l-} + E_{l-}] P'_{l-1} \right\},
$$

$$
F_2 = \sum_{l \geq 1} \left\{ (l + 1) M_{l+} P_{l+1}' \right\},
$$

$$
F_3 = \sum_{l \geq 1} \left\{ (E_{l+} - M_{l+}) P''_{l+1} + [E_{l-} + M_{l-}] P''_{l-1} \right\},
$$

$$
F_4 = \sum_{l \geq 2} \left\{ M_{l+} - E_{l+} - M_{l-} - E_{l-} \right\} P''_l,
$$

$$
F_5 = \sum_{l \geq 0} \left\{ (l + 1) L_{l+} P'_{l+1} - l L_{l-} P'_{l-1} \right\},
$$

$$
F_6 = \sum_{l \geq 1} \left\{ IL_{l+} - (l + 1) L_{l+} \right\} P'_l.
$$

(4.8)

In the limit $q_{\pi} \rightarrow 0$, i.e. near threshold, only multipoles with low $l$ contribute. In the limit $k_{\gamma} \rightarrow 0$, the transverse and longitudinal components are related by gauge invariance,

$$
E_{l\pm} \rightarrow \pm \frac{1}{2} (2J + 1)L_{l\pm}.
$$

(4.9)

4.2 Triton Wave Functions

4.2.1 Quantum Numbers of the Tri-Nucleon Systems

The $3N$ bound state has total nuclear angular momentum $J = \frac{1}{2}$ with magnetic quantum numbers $M_J = \pm \frac{1}{2}$ for the initial and $M_J' = \pm \frac{1}{2}$ for the final nucleus state. $J$ can be decomposed in total spin $S = \frac{1}{2}, \frac{3}{2}$ and total orbital angular momentum $L = 0, 1, 2$. The total isospin is a mixture of two components, $T = \frac{1}{2}, \frac{3}{2}$, where the former contribution is large and isospin conserving and the latter represents a small isospin breaking. The isospin magnetic quantum numbers are $M_T = M_{T'} = \frac{1}{2}$ for $^3$He and $M_T = M_{T'} = -\frac{1}{2}$ for $^3$H. On the atomic level $J$ is interpreted as an internal degree of freedom, namely the nuclear spin of the composite $3N$-particle.
4.2.2 Jacobi Coordinates

In terms of the individual nucleon momenta $\vec{k}_1$, $\vec{k}_2$ and $\vec{k}_3$, the Jacobi momenta are defined by

$$
\vec{p}_{12} = \frac{1}{2} (\vec{k}_1 - \vec{k}_2), \\
\vec{p}_3 = \frac{1}{3} (2\vec{k}_3 - \vec{k}_2 - \vec{k}_1), \\
\vec{P} = \vec{k}_1 + \vec{k}_2 + \vec{k}_3.
$$

The inverse relation reads

$$
\vec{k}_1 = \frac{1}{3} \vec{P} + \vec{p}_{12} - \frac{1}{2} \vec{p}_3, \\
\vec{k}_2 = \frac{1}{3} \vec{P} - \vec{p}_{12} - \frac{1}{2} \vec{p}_3, \\
\vec{k}_3 = \frac{1}{3} \vec{P} + \vec{p}_3.
$$

The Jacobian determinant of this transformation is constant $-1$, i.e. the transformation from individual coordinates to Jacobi coordinates and vice versa does not change the volume in the tangent space.

4.2.3 Representation of the Tri-Nucleon Wave Function

The wave function $\psi^M_J (\vec{p}_{12}, \vec{p}_3)$ is given in terms of the 3N-Jacobi-momenta and spin/isospin quantum numbers of the individual nucleons, i.e.

$$
|\alpha\rangle = |\alpha_S\rangle |\alpha_T\rangle = |m_{s_1}\rangle |m_{s_2}\rangle |m_{s_3}\rangle |m_{t_1}\rangle |m_{t_2}\rangle |m_{t_3}\rangle.
$$

Summing over $\alpha$ means summing over all combinations of $m_{s_i}$ and $m_{t_i}$ which have the right overall quantum numbers $M_S = m_{s_1} + m_{s_2} + m_{s_3}$ and $M_T = m_{t_1} + m_{t_2} + m_{t_3}$. In such a sum, the nucleon-lines may be interchanged without changing the result.

Here, we use chiral 3N wave functions obtained from the N$^2$LO interaction in the Weinberg power counting [60, 61]. In order to estimate the error from higher order corrections, we use wave functions for five different combinations of the cutoff $\Lambda$ in the spectral function representation of the two-pion exchange and the cutoff $\Lambda$ used to regularize the Lippmann-Schwinger equation for the two-body T-matrix. The wave functions are taken from Ref. [62, 52] and the corresponding cutoff combinations in units of MeV are $(\tilde{\Lambda}, \Lambda) = (450,500), (600,500), (550,600), (450,700), (600,700)$. All five sets describe the binding energies of the $^3$He and $^3$H nuclei equally well (after inclusion of the corresponding three-nucleon force).

1The consistency of the Weinberg counting for short-range operators and the non-perturbative renormalization of chiral EFT are currently under discussion, see the review [8] for more details. A real alternative to the Weinberg approach for practical calculations, however, is not available.
4.2.4 Faddeev Equations with Three-Nucleon Force

The tri-nucleon bound state is calculated in a quantum mechanical framework using chiral potentials up to N\textsuperscript{2}LO including the three-nucleon force corresponding to fixing the binding energy to its physical value. The trinucleus wave functions are the solutions of the Faddeev equations, which will be derived in the following. In the three-particle sector, they replace the Lippmann-Schwinger equation, which is standard for the two-particle sector, concerning numerical efficiency and conceptual problems: Due to the hierarchy of chiral nuclear forces, the dominant two-nucleon potential would lead to a delta-distribution for the spectator nucleon, which cannot be implemented efficiently. Also, the integral equation has a non-uniqueness problem \cite{63, 64, 65} and, as a consequence, the integral kernel is non-compact. Therefore we use the Faddeev approach \cite{66, 67}:

We start at a Hamiltonian of the form

\[ H = H_0 + \sum_{i=1}^{3} (V_i + W_i), \]  

(4.15)

where for \((ijk)\) a cyclic permutation of \((123)\) labeling the nucleons, \(V_i\) is the two nucleon potential of the interaction between nucleon \(j\) and \(k\) and \(W_i\) denotes the part of the three-nucleon potential \(W = \sum_{i=1}^{3} W_i\), where nucleon \(i\) interacts simultaneously with nucleon \(j\) and \(k\). In Eq. (4.15), \(H_0\) is the kinetic energy operator of the three particles. The Schrödinger equation

\[ H |\Psi\rangle = E |\Psi\rangle \]  

(4.16)

can be rewritten in the case of bound-state problems as

\[ |\Psi\rangle = G_0(E) \sum_{i=1}^{3} (V_i + W_i) |\Psi\rangle, \]  

(4.17)

where \(G_0(E) = (E - H_0)^{-1}\) is the free three-body Green’s function depending on the total energy \(E\) of the bound three-body system.

The following decomposition of the wave function \(|\Psi\rangle\) into Faddeev amplitudes \(|\psi_i\rangle\) is introduced by

\[ |\Psi\rangle = \sum_{i=1}^{3} |\psi_i\rangle, \]  

(4.18)

\[ |\psi_i\rangle = G_0(E)(V_i + W_i) |\Psi\rangle. \]  

(4.19)

Since all particles are identical, operators, states and variables that carry different particle indices, can be related to each other simply by means of permutations, e.g.

\[ V_2 = P_{123} V_1 P_{123}^{-1}, \]  

(4.20)

\[ V_3 = P_{132} V_1 P_{132}^{-1}. \]  

(4.21)
where $P_{123} = P_{12}P_{23}$ and $P_{132} = P_{13}P_{23}$ are cyclic and anti-cyclic permutations of three particles defined in terms of two particle transpositions $P_{ij}$.

The wave function of three identical particles is invariant under cyclic permutations, which means that Eq. (4.20) implies that the Faddeev amplitudes transform like

$$|\psi_2\rangle = P_{123}|\psi_1\rangle,$$  \hspace{1cm} (4.22)

$$|\psi_3\rangle = P_{132}|\psi_1\rangle$$  \hspace{1cm} (4.23)

into each other. Thus, the full wave function $|\Psi\rangle$ takes the form

$$|\Psi\rangle = (1 + P)|\psi_i\rangle,$$  \hspace{1cm} (4.24)

independent of the index $i$, with $P = P_{123} + P_{132}$. The integral equation

$$|\psi_i\rangle = G_0(E)(V_i + W_i)(1 + P)|\psi_i\rangle$$  \hspace{1cm} (4.25)

can be obtained by inserting Eq. (4.24) into Eq. (4.17). Shifting $G_0(E)V_i|\psi_i\rangle$ to the left-hand-side and multiplying the resulting equation by $(1 - G_0(E)V_i)^{-1}$ from the left yields

$$|\psi_i\rangle = (1 - G_0(E)V_i)^{-1}G_0(E)(V_i P + W_i(1 + P))|\psi_i\rangle$$  \hspace{1cm} (4.26)

$$= (G_0(E)^{-1} - V_i)^{-1}(V_i P + W_i(1 + P))|\psi_i\rangle = G_i(E)(V_i P + W_i(1 + P))|\psi_i\rangle$$  \hspace{1cm} (4.27)

with $G_i(E) = (E - H_0 - V_i)$ the Green’s function of channel $i$, which incorporates the two-nucleon potential, but not the three-nucleon potential, and can also be represented as

$$G_i(E) = G_0(E) + G_0(E)T_i(E)G_0(E).$$  \hspace{1cm} (4.28)

$T_i(E)$ is the two-body transition matrix embedded into the three-particle space and given by the Lippmann-Schwinger equation

$$T_i(E) = V_i + V_iG_0(E)T_i(E).$$  \hspace{1cm} (4.29)

Applying the well-known relation

$$G_i(E)V_i = G_0(E)T_i(E),$$  \hspace{1cm} (4.30)

the two body potential $V_i$ can be eliminated completely from Eq. (4.26) in favor of $T_i(E)$ with the final result

$$|\psi_i\rangle = G_0(E)\{T_i(E)P + [1 + T_i(E)G_0(E)]W_i(1 + P)\}|\psi_i\rangle.$$  \hspace{1cm} (4.31)

Eq. (4.31) is a set of three equations for the Faddeev amplitudes $|\psi_i\rangle$ that transform into each other under cyclic permutations. Hence, the solution of only one of them is required to gain the full solution by means of Eq. (4.24).

The Coulomb potential was taken into account and, although not relevant for bound states,
regularized to finite range by a cutoff $R$ in position space, see e.g. [68]. With the fine-
structure constant $\alpha = e^2/4\pi$, it takes the form in momentum space

$$V_{\text{Coulomb}}(|q' - \vec{q}|) = \int_0^R d^3r e^{i(q' - \vec{q}) \cdot \vec{r}} \frac{4\pi\alpha}{|q' - \vec{q}|^2} (1 - \cos(|q' - \vec{q}| R)).$$

(4.32)

$R$ is to be chosen in the appropriate range, i.e. around 10 fm, because it should be in the
asymptotic range of the strong potential, but small enough to suppress strong oscillations
of the cosine in eq. (4.32). The finite range allows to use Bessel and Neumann functions as
asymptotic states in the Lippmann-Schwinger equation which are matched to the Coulomb
solutions at $r = R$.

### 4.3 Calculation of the Amplitudes

For a transition operator $\hat{O}$ we compute the nuclear matrix element by sandwiching with
the nuclear wave functions:

$$\langle M_J | \hat{O} | M_J \rangle_{\psi} = \langle \psi M_J \tilde{P}_{3N}^\gamma \bar{q}_\pi | \hat{O} | \psi M_J \tilde{P}_{3N} \rangle$$

$$= \sum_{\alpha', \gamma} \int d^3p_{12} d^3p_3 d^3p' \sum_{\alpha} \int d^3p_{12} d^3p_3 d^3p$$

$$\times \langle \psi M_J \tilde{P}_{3N}^\gamma | \tilde{p}_{12}^\nu \tilde{p}_3^\nu \tilde{P}_{3N}^{\alpha', \gamma} | \hat{O} | \tilde{p}_{12} \tilde{p}_3 \tilde{P}_{3N}^{\alpha, \gamma} \rangle$$

(4.33)

where $\vec{k}_\gamma, \bar{q}_\pi, \vec{P}_{3N}, \vec{P}_{3N}^\nu$ are the momentum of the exchanged (virtual) photon, of the pro-
duced pion, the initial and final momentum of the 3N nucleus, respectively, and $\tilde{p}_{12}, \tilde{p}_3, \tilde{P}$
and $\tilde{p}_{12}^\nu, \tilde{p}_3^\nu, \tilde{P}^\nu$ denote the Jacobi momenta (4.10) of the initial and final 3N-system and
the wave function $\psi_{\alpha}^{M_J}(\tilde{p}_{12}, \tilde{p}_3)$ is defined in section 4.2.2. In (4.33), all relative momenta and
internal quantum numbers are integrated out or summed up.

The transition operator $\langle \tilde{p}_{12}^\nu \tilde{p}_3^\nu \tilde{P}_{3N}^{\alpha', \gamma} | \hat{O} | \tilde{p}_{12} \tilde{p}_3 \tilde{P}_{3N}^{\alpha, \gamma} \rangle$ in spin-isospin and momentum
space can be generated order by order using Heavy Baryon Chiral Perturbation Theory
(HBChPT).
4.4 Numerical Quadrature

The Vegas algorithm needs numerical input for all variables, particularly for $\vec{k}$ and $\vec{q}_\pi$. We use the 3N wave function from A. Nogga [52]. Because the algorithm is implemented for real integrands only, we divide integrands $f$ containing also complex spherical harmonics and complex spin matrices into their real and imaginary part according to

$$f(\vec{p}_{12}', \vec{p}_3', \vec{p}_{12}, \vec{p}_3) = \operatorname{Re}(f(\vec{p}_{12}', \vec{p}_3', \vec{p}_{12}, \vec{p}_3)) + i \operatorname{Im}(f(\vec{p}_{12}', \vec{p}_3', \vec{p}_{12}, \vec{p}_3))$$

(4.34)

and use the linearity of the integration

$$\int d^3p_1' d^3p_3' \int d^3p_{12} d^3p_3 f = \int d^3p_1' d^3p_3' \int d^3p_{12} d^3p_3 \left( \operatorname{Re}(f) + i \operatorname{Im}(f) \right)$$

(4.35)

where $I, \sigma$ denote the estimator and its standard deviation.

The standard deviation can be taken into account by error propagation for the real and imaginary parts separately:

$$\Delta \langle M_f' \mid \hat{O} \mid M_f \rangle \psi = \delta^{(3)} \left( \vec{P}_{3N} + \vec{k}_\gamma - \vec{P}_f' - \vec{q}_\pi \right) \left( \sqrt{\sum_{\alpha'} \sum_{\alpha} \{\sigma[\operatorname{Re}(f)]\}^2} + i \sqrt{\sum_{\alpha'} \sum_{\alpha} \{\sigma[\operatorname{Im}(f)]\}^2} \right).$$

(4.37)

4.5 Counting of Wave-Functions and Integrations

In appendix A the cross section is calculated and the kinematics is explained. We follow the hybrid ansatz of Weinberg and identify the matrix elements for the interaction of individual nucleons with photons and pions. In a second step we convolute these operators using nuclear wave functions. To that end it is important to notice that nuclear wave functions for nuclei with $A$ nucleons have a momentum-dimension $D_A$ defined by their normalization:

$$\int \prod_{i=1}^{A-1} d^3p_i \Psi_A(\vec{p}_1, ..., \vec{p}_{A-1}) \Psi_A(\vec{p}_1', ..., \vec{p}_{A-1}') = 1 \Rightarrow 3(A - 1) + D_A = 0$$

(4.38)
and it follows that the dimension of the wave function is \( D_A = -3(A - 1)/2 \). The 3N bound state has chiral dimension \( D_A = -3 \).

The chiral dimension of the amplitude involving a nucleus with \( A \) nucleons and an \( N \)-nucleon kernel \( \mathcal{O}_N \) of chiral dimension \( D_N^{\text{Kernel}} \) then is (c.f. (3.25))

\[
D = 3(A - 1) + 3(N - 1) + D_A + D_N^{\text{Kernel}} + D_A = D_N^{\text{Kernel}} + 3(N - 1),
\]

independent of the number of nuclei \( A \) in the nucleus. This is clear following Weinberg’s power counting: Nucleon lines passing through diagrams without interaction are counted with \( q^{-3} \) for the corresponding \( \delta \)-distribution, which cancel the integrations.

We do not strictly distinguish between chiral power counting and electromagnetic power counting in \( \alpha = e^2/4\pi \) here, because we restrict ourselves to a certain electromagnetic order: In the one-photon-exchange approximation, the amplitude is of first order in the electric charge \( e \), which we take into account with \( e = \mathcal{O}(q) \). We then have

\[
D = D_N^{\text{Kernel}} + 3(N - 1) + 1.
\]

Example: In case of any nuclear bound state to order \( D = 3 \), we must take into account all graphs up to dimension \( D_N^{\text{Kernel}} = -4 \).

### 4.6 Power-Counting: The Chiral Dimension

We have to find the tree diagrams with lowest \( D_N^{\text{Kernel}} \) explained in (2.102) to be

\[
D_N^{\text{Kernel}} = 4 - \frac{E_N}{2} - 2C + 2L + \sum_i V_i \Delta_i, \quad \Delta_i = d_i + \frac{N_i}{2} - 2
\]

with the vertices \( V_i \) taken from appendix A of ref. [25]. For graphs involving three nucleon lines, \( E_N = 6 \) and \( C = 1, C = 2 \) or \( C = 3 \).

The lowest order contribution has no loop (\( L = 0 \)), the maximum number three of disconnected pieces (\( C = 3 \)), one vertex with \( \Delta_i = -1 \) and any number of vertices with \( \Delta_i = 0 \). Therefore the dimension is

\[
D_N^{\text{Kernel}} = 4 - \frac{E_N}{2} - 2C + 2L + \sum_i V_i \Delta_i = 4 - \frac{6}{2} - 2 \cdot 3 + 2 \cdot 0 + 1 \cdot (-1) = -6.
\]

The next order contains additionally one vertex with \( \Delta_i = 1 \). Then we have

\[
D_N^{\text{Kernel}} = 4 - \frac{E_N}{2} - 2C + 2L + \sum_i V_i \Delta_i = 4 - \frac{6}{2} - 2 \cdot 3 + 2 \cdot 0 + 0 = -5.
\]

At order \( D_N^{\text{Kernel}} = -4 \) also two-nucleon contributions start to appear:

- \( C = 3 \): This is a one-nucleon contribution.
4.6. POWER-COUNTING: THE CHIRAL DIMENSION

- $L = 0$: all vertices with $\Delta_i = 2, 1, 0, -1$ can contribute with $\sum_i V_i \Delta_i = 1$ and
- $L = 1$: one vertex with $\Delta_i = -1$ and any number of vertices with $\Delta_i = 0$ is allowed.

- $C = 2$: The following two-nucleon contributions appear: Diagrams containing one vertex with $\Delta_i = -1$ and any number of vertices with $\Delta_i = 0$.

At order $D_{\text{Kernel}} = -3$, one vertex of order $D_{\text{Kernel}} = -4$ is replaced by a one order higher vertex:

- $C = 3, L = 0$: all vertices with $\Delta_i = 3, 2, 1, 0, -1$ can contribute with $\sum_i V_i \Delta_i = 2$,
- $C = 3, L = 1$: one vertex with $\Delta_i = -1$, one with $\Delta_i = 1$ and any number of vertices with $\Delta_i = 0$ is allowed.
- $C = 2$: one vertex with $\Delta_i = -1$, one with $\Delta_i = 1$ and any number of vertices with $\Delta_i = 0$.

Three-nucleon contributions start at order $D_{\text{Kernel}} = -2$, which is beyond the scope of this work.

The one-nucleon contribution was calculated in [69], see [70] [59] for more details, two-nucleon contributions stem from [7].
Chapter 5
Calculation and Numerical Results

Parts of this work have been published in [16] and [17]. We calculate neutral pion electro- and photoproduction off the tri-nucleon to order $q^4$ in a consistent chiral three-dimensional approach. The nucleons in initial and final state are merged to bound states by convoluting the chiral integral kernels with chiral wave functions using the Monte Carlo VEGAS algorithm. In general, pion electro- and photoproduction off the tri-nucleon is given in terms of three different topologies of Feynman diagrams, see Fig. 5.1. While the single-nucleon contribution (a) corresponding to the standard impulse approximation features the elementary neutron and proton production amplitudes, the nuclear corrections are given by two-body (b) and three-body (c) terms.

![Feynman diagrams](image)

Figure 5.1: Different topologies contributing to pion production off the three-nucleon bound state (triangle). (a), (b) and (c) represent the single-, two- and three-nucleon contributions, respectively. Solid, dashed and wiggly lines denote nucleons, pions and photons, in order. Topology (c) does not contribute to the order considered here (NNLO).

Based on the power counting developed in [5], at next-to-next-to-leading order (NNLO),
the integral kernel consists of single nucleon (1N) and two nucleon (2N) contributions, as explained above. Topology (c) starts to contribute at fourth order to P-wave multipoles and is thus not of relevance for our considerations. Here, we will specifically consider threshold photo- and electroproduction parameterized in terms of the electric $E_{0+}$ and longitudinal $L_{0+}$ S-wave multipoles, defined in Eq. (4.3). In particular, we study the sensitivity of the $^3$H/$^3$He S-wave multipoles to the elementary $E_{0+}^{\pi n}$ multipole, as the production amplitude off the proton is well understood experimentally and theoretically.

Using the 3N wave functions from chiral nuclear EFT at the appropriate order, the pertinent matrix elements of Eq. (4.33) can be evaluated. Here, we use chiral 3N wave functions obtained from the N$^2$LO interaction in the Weinberg power counting [60, 61]. In order to estimate the error from higher order corrections, we use wave functions for five different combinations of the cutoff $\tilde{\Lambda}$ in the spectral function representation of the two-pion exchange and the cutoff $\Lambda$ used to regularize the Lippmann-Schwinger equation for the two-body T-matrix.

The wave functions are taken from Ref. [62, 52] and the corresponding cutoff combinations in units of MeV are $(\tilde{\Lambda}, \Lambda) = (450, 500), (600, 500), (550, 600), (450, 700), (600, 700)$. All five sets describe the binding energies of the $^3$He and $^3$H nuclei equally well (after inclusion of the corresponding three-nucleon force). For further details on the wave functions, see sec. 4.2.2.

We evaluate all pertinent matrix elements in Eq. (4.33) numerically with Monte Carlo integration using the VEGAS algorithm [49]. The corresponding results are given in tables throughout this section. The first error represents the theoretical uncertainty estimated from the cutoff variation in the wave functions. We take the central value defined by the five different cutoff sets as our prediction and estimate the theory error from higher-order corrections from the spread of the calculated values. Strictly speaking, this procedure gives a lower bound on the error, but in practice it generates a reasonable estimate. The second error is the statistical error from the Monte Carlo evaluation of the integrals. It is typically much smaller than the estimated theory error and can be neglected.

We stress that we follow the nuclear EFT formulation of Lepage, in which the whole effective potential is iterated to all orders when solving the Schrödinger equation for the nuclear states. As discussed in Ref. [71], the cutoff should be kept of the order of the breakdown scale or below in order to avoid unnatural scaling of the coefficients of higher order terms. Indeed, using larger cutoffs can lead to a violation of certain low-energy theorems as demonstrated in Ref. [72] for an exactly solvable model.

### 5.1 Digression: The Magnetic Moment

Before we turn to the main topic, we test the capability of our ansatz in the easier, but similar context of magnetic moments and explain the general procedure by this example. In principle, diagrams contributing to the magnetic moment can be acquired from pion production diagrams dropping the final state pion line or equivalently by replacing the vertex with the external pion by a vertex without external pion. As in the case of pion
5.1. DIGRESSION: THE MAGNETIC MOMENT

production, the 1N contribution corresponds to the impulse approximation, i.e. we adopt the single nucleon amplitudes omitting nuclear interaction and recoil effects in the integral kernel, while the 2N contribution in the following chapter involves chiral integral kernels.

In the following, $\sigma_i$ ($\tau_i$) denote the spin (isospin) Pauli matrices and $\tilde{s}_i$ ($\tilde{l}_i$) the spin (angular momentum) operators corresponding to the nucleon $i$. Furthermore, $z$ refers to the isospin quantization axis, and $\tilde{S}_{M',M}$ are the corresponding spin transitions matrix elements of the composite tri-nucleon.

5.1.1 Electromagnetic Formfactors in the Breit-Frame

The hadronic current for spin-1/2 particles at momentum transfer $Q^2 = -k^2 = -(p - p')^2$ has the form

$$ J^\mu = e\bar{u}(p') \left[ \gamma^\mu F_1(Q^2) + \frac{i\sigma^{\mu\nu}}{2m} (p - p')_\nu F_2(Q^2) \right] u(p). \tag{5.1} $$

In the limit $k \to 0$, this expression vanishes. Using the Gordon identity

$$ \bar{u}(p')\gamma^\mu u(p) = \bar{u}(p') \left[ \frac{(p + p')^\mu}{2m} + \frac{i\sigma^{\mu\nu}}{2m} (p - p')_\nu \right] u(p), \tag{5.2} $$

we separate the terms of interest in the hadronic current:

$$ J^\mu = e\bar{u}(p') \left[ \frac{(p + p')^\mu}{2m} F_1(Q^2) + \frac{i\sigma^{\mu\nu}}{2m} k_\nu \{ F_1(Q^2) + F_2(Q^2) \} \right] u(p). \tag{5.3} $$

We use Coulomb gauge and want to keep terms exactly linear in $k$ and insert the non-relativistic expansion of the spinors $u(p) = e^{-ip_\mu x^\mu}(\chi, 0)^T$ with the two component spinor $\chi$, i.e. we only need to consider the upper component. The hadronic current reduces to

$$ \vec{J} = e e^{ip_\mu x^\mu} (\chi^\dagger, 0) \left[ \frac{\vec{p} + \vec{p}'}{2m} F_1(Q^2) + \frac{i\sigma^{\mu\nu}}{2m} k_\nu \{ F_1(Q^2) + F_2(Q^2) \} \right] e^{-ip_\mu x^\mu} \left( \chi \atop 0 \right). \tag{5.4} $$

Using $k^0 = 0$ in the Breit frame and $e^{ip_\mu x^\mu} e^{-ip_\mu x^\mu} = e^{-ik_\mu x^\mu} = 1$ and $\vec{p} + \vec{p}' = 2\vec{p}$ in the considered limit and

$$ \sigma^{ij} = -\frac{1}{2} \begin{pmatrix} [\sigma^i, \sigma^j] & 0 \\ 0 & [\sigma^i, \sigma^j] \end{pmatrix} = -\begin{pmatrix} i\epsilon_{ijk} & 0 \\ 0 & i\epsilon_{ijk} \end{pmatrix} = -i\epsilon_{ijk} \sigma^k \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \tag{5.5} $$

the hadronic current takes the form

$$ \vec{J} = e\chi^\dagger \left[ \frac{2\vec{p}}{2m} F_1(Q^2) + \frac{i[\vec{\sigma} \times \vec{k}]}{2m} \{ F_1(Q^2) + F_2(Q^2) \} \right] \chi. \tag{5.6} $$
5.1.2 One-Nucleon Contributions to the Magnetic Moment

The part of the hadronic current contributing to the magnetic moment for $|\vec{k}| \to 0$ can be written as

$$\vec{J} = \sum_{i=1}^{3} \mu_N i [2\vec{s}_i \times \vec{k}] \{\mu_S + \tau_i^z \mu_V\}$$

(5.7)

with $\mu_N = e/2m_N$ the nuclear magnetic moment. Since the structure is almost the same for the nucleon and the trinucleus, we don’t have to consider the full form, but only the differing parts, i.e. the single-spin vs. the composite-spin structure. The single nucleon contribution (also called impulse approximation) to the magnetic moment of the tri-nucleon in spin and isospin space has the generic form

$$\vec{\mu}^{1N} = \hat{\mu}_1 + \hat{\mu}_2 + \hat{\mu}_3$$

$$\hat{\mu}_i = 2\vec{s}_i \left\{ \frac{1 + \tau_i^z}{2} \mu_p + \frac{1 - \tau_i^z}{2} \mu_n \right\} + \vec{l}_i \frac{1 + \tau_i^z}{2}$$

(5.8)

where we used the magnetic moments $\mu_p = 2.79$, $\mu_n = -1.91$ of the proton and the neutron, which can be expressed in terms of isoscalar and isovector magnetic moment projections of the nucleon, $\mu_S = (\mu_p + \mu_n)/2 = 0.44$ and $\mu_V = (\mu_p - \mu_n)/2 = 2.35$ respectively. The last term proportional to the angular momentum operators $\vec{l}_i$ incorporates the magnetic field generated by the rotating proton charges. Since the induced contribution of the angular momentum operators $\vec{l}_i$ is expected to be small, we will ignore it in the following.

The expectation value can be calculated analogously to Eq. (4.33) using $\hat{k}_\gamma = 0 = \vec{q}_x$:

$$\langle M_J^\prime | \hat{\mu}^{1N} | M_J \rangle_\psi = \sum_{\alpha'} \sum_{\alpha} \int d^3p_{12} d^3p_3 \int d^3p_{12}' d^3p_{3}' \psi_{\alpha'}^M \psi_{\alpha}^{M^*} (\vec{p}_{12}, \vec{p}_{3}) \mu_{\alpha'}^{1N} (\vec{p}_{12}', \vec{p}_{3}') \mu_{\alpha}^{1N} (\vec{p}_{12}') (\vec{p}_{3}')$$

$$= \sum_{\alpha'} \sum_{\alpha} \int d^3p_{12} d^3p_3 \psi_{\alpha'}^{M^*} (\vec{p}_{12}, \vec{p}_{3}) \hat{\mu}_{\alpha'}^{1N} \psi_{\alpha}^{M} (\vec{p}_{12}', \vec{p}_{3}') \hat{\mu}_1^{1N}.$$ 

(5.9)

The integral kernel $\mu_{\alpha'}^{1N} (\vec{p}_{12}, \vec{p}_{3}, \vec{p}_{12}', \vec{p}_{3}') = \hat{\mu}_{\alpha'}^{1N} \delta^3(\vec{p}_{12} - \vec{p}_{12}') \delta^3(\vec{p}_{3}' - \vec{p}_{3}')$ is momentum independent and $\hat{\mu}_{\alpha}^{1N} = \langle \alpha' | \hat{\mu}^{1N} | \alpha \rangle$ is the projection of the operator $\hat{\mu}^{1N}$ to a specific spin/isospin channel.

Due to symmetrization, we only need to consider nucleon 1:

$$\langle M_J^\prime | \hat{\mu}_{\alpha}^{1N} | M_J \rangle_\psi = \langle M_J^\prime | \hat{\mu}_1 + \hat{\mu}_2 + \hat{\mu}_3 | M_J \rangle_\psi = \langle M_J^\prime | 3\hat{\mu}_1 | M_J \rangle_\psi.$$ 

(5.10)

With the form factors

$$\bar{S}_{M_J^\prime, M_J} F^{S,V} = \left\langle M_J^\prime \bigg| \frac{3}{2} \vec{\sigma}_1 \left\{ 1 \pm \tau_1^z \right\} \bigg| M_J \right\rangle_\psi,$$

(5.11)
which parametrize the response of the composite system to the excitation by photons in spin-isospin space, we find the 1N contribution to the tri-nucleonic magnetic moment $\mu^{1N}$:

$$\left< M_p \left| \hat{\mu}^{1N} \right| M_J \right> \psi = 2\tilde{S}_{M'_j M_J} \left\{ \frac{F^{S+V}}{2} \mu_p + \frac{F^{S-V}}{2} \mu_n \right\} =: 2\tilde{S}_{M'_j M_J} \mu^{1N}. \quad (5.12)$$

To construct the operator structure of the right-hand-side, we used the only remaining vector after integration of all internal degrees of freedom, the nuclear spin operator in the chosen channel $\tilde{S}_{M'_j M_J} = \langle M'_j | \vec{S} | M_J \rangle$. In fact, the tri-nucleon itself is again a spin-$\frac{3}{2}$ particle and therefore one expects the same operator structure as for the nucleon, cf. (5.8).

The result compares well with a deviation of less than $4\%$ to a calculation by Harper et al. [73] with wave functions derived from an exact solution of the Faddeev equations for a nucleon-nucleon interaction given by the Reid soft-core potential and to calculations of Marcucci et al. [74] based on phenomenological wave functions.

The single nucleon results in Table 5.1 are consistent with isospin symmetry within the numerical accuracy. This feature was not explicitly enforced and provides a check on our calculation. Note that the spin of $^3$He ($^3$H) is dominated by the unpaired neutron (proton) spin, because the two protons (neutrons) are dominantly paired in a relative S-wave. Due to this fact and to deal with the inexistence of free neutron targets, $^3$He is used as a neutron-like target. $^3$H could be used as a proton-like target to perform consistency checks to proton observables, but is indeed too dangerous for regular experiments.

### Table 5.1: Numerical results for the form factors $F^{S \pm V}$ and the one-nucleon contribution $\mu^{1N}$ to the magnetic moment.

<table>
<thead>
<tr>
<th>nucleus $\psi$</th>
<th>$^3$He</th>
<th>$^3$H</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F^{S+V}$</td>
<td>-0.065(14)(2)</td>
<td>+1.805(28)(2)</td>
</tr>
<tr>
<td>$F^{S-V}$</td>
<td>+1.801(30)(2)</td>
<td>-0.067(16)(2)</td>
</tr>
<tr>
<td>$\mu^{1N}$</td>
<td>-1.810(34)(3)</td>
<td>+2.582(42)(3)</td>
</tr>
<tr>
<td>$\mu^{1N}$ [73]</td>
<td>-1.744</td>
<td>+2.560</td>
</tr>
<tr>
<td>$\mu^{1N}$ [74]</td>
<td>-1.757</td>
<td>+2.571</td>
</tr>
</tbody>
</table>

The single nucleon results in Table 5.1 are consistent with isospin symmetry within the numerical accuracy. This feature was not explicitly enforced and provides a check on our calculation. Note that the spin of $^3$He ($^3$H) is dominated by the unpaired neutron (proton) spin, because the two protons (neutrons) are dominantly paired in a relative S-wave. Due to this fact and to deal with the inexistence of free neutron targets, $^3$He is used as a neutron-like target. $^3$H could be used as a proton-like target to perform consistency checks to proton observables, but is indeed too dangerous for regular experiments.

### 5.1.3 Two-Nucleon Contributions to the Magnetic Moment

The leading two nucleon ChPT diagrams to the electromagnetic current can be generated from the photo production diagrams by dropping the external pion line or equivalently by replacing the nucleon-pion-photon vertex by a nucleon-photon one. Their contribution is
given in terms of the exchanged pion momenta
\[
\vec{q}_{1/2} = \vec{p}_{1/2} - \vec{p}_{1/2} = \mp (\vec{p}_{12} - \vec{p}_{12}') + \frac{\vec{k}}{2} = \mp \left( \vec{p}_{12} - \vec{p}_{12}' + \frac{\vec{k}}{2} \right),
\]
\[
\vec{J}_{1\pi} = \vec{J}_{1\pi}^a + \vec{J}_{1\pi}^b = e \frac{\alpha^2}{4 F_\pi^2} [\vec{r}_1 \times \vec{r}_2]^3 \frac{\vec{q}_1 \cdot \vec{\sigma}_1}{\vec{q}_1^2 + M_\pi^2} \left[ \vec{\sigma}_2 + \vec{q}_1 \vec{q}_2 \cdot \vec{\sigma}_2 \right] + (1 \leftrightarrow 2)
\]
\[
= e \frac{\alpha^2}{4 F_\pi^2} [\vec{r}_1 \times \vec{r}_2]^3 \frac{(\vec{p}_{12} - \vec{p}_{12}' - \frac{\vec{k}}{2}) \cdot \vec{\sigma}_1}{(\vec{p}_{12} - \vec{p}_{12}' - \vec{k}/2)^2 + M_\pi^2} \left[ \vec{\sigma}_2 + (\vec{p}_{12} - \vec{p}_{12}') \cdot \vec{\sigma}_2 \right]
\]
\[
\quad + (1 \leftrightarrow 2) = e \frac{\alpha^2}{4 F_\pi^2} \vec{J}_{1\pi}.
\]
We expect contributions analogously to Eq. (5.7):
\[
\langle M' J_{1\pi} \mid M_J \rangle_\psi = i \mu_N \left[ 2 \hat{S}_{M'_ J, M_J} \times \vec{k} \right] \mu^{2N}.
\tag{5.13}
\]
To calculate these contributions to the magnetic moment of the tri-nucleon, we need to evaluate the expectation value of the current according to
\[
i \left( e^\lambda \cdot \left[ 2 \hat{S}_{M'_ J, M_J} \times \vec{k} \right] \right) \mu^{2N} = \lim_{|k| \to 0} \frac{2 \mu N}{|k| \epsilon} \left\langle M'_ J \left| e^\lambda \cdot \vec{J}_{1\pi} \right| M_J \right\rangle_\psi.
\tag{5.14}
\]
On the right-hand-side, the expression is a multidimensional integral of the form
\[
\left\langle M'_ J \left| e^\lambda \cdot \vec{J}_{1\pi} \right| M_J \right\rangle_\psi = \sum_{\alpha'} \sum_{\alpha} \int d^3\vec{p}_{12} d^3\vec{p}_3 \int d^3\vec{p}_{12} d^3\vec{p}_3 \\
\psi_{\alpha'}^{M' J} (\vec{p}_{12}', \vec{p}_3') \left( e^\lambda \cdot \vec{J}_{1\pi} \right) \psi_{\alpha J} (\vec{p}_{12}, \vec{p}_3).
\tag{5.15}
\]
For example, the transition from \( M_J = -1/2 \) to \( M'_ J = +1/2 \) induced by a photon of helicity \( \lambda = +1 \) reads
\[
2i \left( e^{+1} \cdot \left[ \hat{S}_{M'_ J, M_J} \times \vec{k} \right] \right) \mu^{2N} = \lim_{|k| \to 0} \frac{2 \mu N}{|k| \epsilon} \left\langle M'_ J = +\frac{1}{2} \left| e^{+1} \cdot \vec{J}_{1\pi} \right| M_J = -\frac{1}{2} \right\rangle_\psi,
\tag{5.16}
\]
or using \( J_{1\pi}^+ = J_{1\pi}^+ + iJ_{1\pi}^- = \sqrt{2} e^{+1} \cdot \vec{J}_{1\pi} \) and \( i \left[ \hat{S}_{M'_ J, M_J} \times \vec{k} \right] = \pm \delta_{\pm \frac{1}{2}, M'_ J} \delta_{\pm \frac{1}{2}, M_J} \) equivalently
\[
\mu^{2N} = -\frac{1}{2} \lim_{|k| \to 0} \frac{2 \mu N}{|k| \epsilon} \left\langle \left\{ +\frac{1}{2} \left| J_{1\pi}^+ \right| - \frac{1}{2} \right\} \right\rangle_\psi.
\tag{5.17}
\]
Consequently, the transition from \( M_J = 1/2 \) to \( M'_ J = -1/2 \) is induced by a photon of helicity \( \lambda = -1 \) and reads
\[
\mu^{2N} = +\frac{1}{2} \lim_{|k| \to 0} \frac{2 \mu N}{|k| \epsilon} \left\langle \left\{ -\frac{1}{2} \left| J_{1\pi}^- \right| + \frac{1}{2} \right\} \right\rangle_\psi.
\tag{5.18}
\]
which can be averaged to improve statistics to

$$\mu^{2N} = \frac{1}{4} \lim_{|k| \to 0} \frac{2m_N}{|k|^2} \left( -\left\langle \frac{1}{2} |J_1^+| - \frac{1}{2} \right\rangle_\psi + \left\langle -\frac{1}{2} |J_1^-| + \frac{1}{2} \right\rangle_\psi \right) =: KF. \quad (5.19)$$

We separate the calculation into prefactor $K$ and form factor $F$, which is the expectation value of the pure transition operator, according to

$$K = \frac{2m_N e g_A^2}{4 F_\pi^2} = \frac{m_N g_A^2}{2 F_\pi^2} \approx 0.0861 \text{ MeV}^{-1}$$

$$F = \frac{1}{4} \lim_{|k| \to 0} \frac{1}{|k|} \left( -\left\langle \frac{1}{2} |J_1^+| - \frac{1}{2} \right\rangle_\psi + \left\langle -\frac{1}{2} |J_1^-| + \frac{1}{2} \right\rangle_\psi \right). \quad (5.21)$$

The numerical value for $K$ was obtained using $g_A = 1.26$ for the axial coupling constant and $F_\pi = 93$ MeV for the pion decay constant. The leading 2N-contributions to the magnetic moment are collected in table 5.2.

<table>
<thead>
<tr>
<th>nucleus $\psi$</th>
<th>$^3\text{He}$</th>
<th>$^3\text{H}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F [\text{MeV}]$</td>
<td>$-3.036(216)(184)$</td>
<td>$+3.020(236)(186)$</td>
</tr>
<tr>
<td>$\mu^{2N} [73]$</td>
<td>$-0.261(19)(16)$</td>
<td>$+0.260(20)(16)$</td>
</tr>
<tr>
<td>$\mu^{2N} [74]$</td>
<td>$-0.241$</td>
<td>$+0.241$</td>
</tr>
</tbody>
</table>

Table 5.2: Numerical results for the form factor $F$ and the two-nucleon contribution $\mu^{2N}$ to the magnetic moment. The first error is our estimation of the theoretical uncertainty resulting from the truncation of the chiral expansion while the second one is the statistical error from the Monte Carlo integration.

The digression ends here and we turn back to the process of neutral pion production, whose slightly more general structure is similarly given by spin-dependent operators.

### 5.2 One-Nucleon Contributions

Analogous to the magnetic moment calculations, we consider at first one-nucleon contributions to the pion production amplitude which were calculated for the proton and the neutron in [3, 4, 75] and only need to be represented in spin and isospin space. To that end as in the case of the magnetic moment, we combine any calculated proton (neutron) expectation values $a^p$ ($a^n$) to an operator $A = a^p(1 + \tau^z)/2 + a^n(1 - \tau^z)/2$ and evaluate its expectation value for the trinucleus. To gain additional insights, it is convenient to consider isoscalar and isovector form factors of the corresponding calculations, i.e. expectation values of the operators $(1 \pm \tau^z)/2$ with the considered spin structure. These form
factors represent neutron and proton properties inside the trinucleus. The nucleons are considered to be independently coupling to the electro-magnetic current, which is conventionally called impulse approximation. Corrections to the impulse approximation due to relative motion of the nucleons, nuclear interactions and recoil effects are considered in the following sections. Cross section and conventions can be found in appendix A and B, in order.

5.2.1 Impulse Approximation to Order $q^4$

The single nucleon contribution to threshold neutral pion photo- and electroproduction off the tri-nucleon takes the generic form (Eq. (4.3))

$$M_{1N}^\lambda = \sum_{i=1}^{3} M_i^\lambda = \tilde{e}^\lambda \cdot (\tilde{J}_1 + \tilde{J}_2 + \tilde{J}_3)$$

$$M_i^\lambda = \frac{1}{2} \left\{ E_{i0+}^{\pi^0p} \langle \tilde{e}^\lambda_T \cdot \tilde{s}_i \rangle + L_{i0+}^{\pi^0p} \langle \tilde{e}^\lambda_L \cdot \tilde{s}_i \rangle \right\} + \frac{1}{2} \left\{ E_{i0+}^{\pi^0n} \langle \tilde{e}^\lambda_T \cdot \tilde{s}_i \rangle + L_{i0+}^{\pi^0n} \langle \tilde{e}^\lambda_L \cdot \tilde{s}_i \rangle \right\}$$

$$= 2\iota \left\{ \frac{1}{2} \left( E_{i0+}^{\pi^0p} + \frac{1}{2} E_{i0+}^{\pi^0n} \right) \langle \tilde{e}^\lambda_T \cdot \tilde{s}_i \rangle + 2\iota \left\{ \frac{1}{2} \left( 1 + \frac{1}{2} E_{i0+}^{\pi^0p} + \frac{1}{2} E_{i0+}^{\pi^0n} \right) \langle \tilde{e}^\lambda_L \cdot \tilde{s}_i \rangle \right\}$$

where

$$E_{0+}^{\pi^0p} = -1.16 \times 10^{-3} / M_{\pi+}, \quad E_{0+}^{\pi^0n} = +2.13 \times 10^{-3} / M_{\pi+} \quad (5.23)$$

are the electric pion-production amplitudes off proton and neutron calculated in \[3, 4, 75\] and given in the usual units or equivalently

$$E_{0+}^{\pi^0S} = \frac{E_{0+}^{\pi^0p} + E_{0+}^{\pi^0n}}{2} = +0.49 \times 10^{-3} / M_{\pi+} \quad (5.24)$$

$$E_{0+}^{\pi^0V} = \frac{E_{0+}^{\pi^0p} - E_{0+}^{\pi^0n}}{2} = -1.65 \times 10^{-3} / M_{\pi+} \quad (5.25)$$

the isoscalar and isovector nucleonic electric pion-production amplitudes and

$$L_{0+}^{\pi^0p} = -1.35 \times 10^{-3} / M_{\pi+}, \quad L_{0+}^{\pi^0n} = -2.41 \times 10^{-3} / M_{\pi+} \quad (5.26)$$

$$L_{0+}^{\pi^0S} = -1.88 \times 10^{-3} / M_{\pi+}, \quad L_{0+}^{\pi^0V} = +0.53 \times 10^{-3} / M_{\pi+} \quad (5.27)$$

their longitudinal equivalents at threshold to order $q^4$ \[3, 4, 75\]. Due to symmetry properties,

$$\langle M_J | M_{1N}^\lambda | M_J \rangle_\psi = \langle M_J | M_1^\lambda + M_2^\lambda + M_3^\lambda | M_J \rangle_\psi = \langle M_J \rangle_3 M_1^\lambda | M_J \rangle_\psi. \quad (5.28)$$
With the transversal and the longitudinal form factors

\[
\left( \vec{\epsilon}_{\lambda,T} \cdot \vec{S}_{M_j M_j} \right) F_T^{S\pm V} = \langle M_{J'} | 3 \vec{\epsilon}_{\lambda,T} \cdot \vec{s}_1 (1 \pm \tau_1^z) | M_J \rangle_\psi, \tag{5.29}
\]

\[
\left( \vec{\epsilon}_{\lambda,L} \cdot \vec{S}_{M_j M_j} \right) F_L^{S\pm V} = \langle M_{J'} | 3 \vec{\epsilon}_{\lambda,L} \cdot \vec{s}_1 (1 \pm \tau_1^z) | M_J \rangle_\psi, \tag{5.30}
\]

we can write down the general result

\[
\langle M_{J'} | M_{1N}^\lambda | M_J \rangle_\psi = 2 i \left\{ \frac{F_T^{S+V}}{2} E_{0+}^{\pi^0 p} + \frac{F_T^{S-V}}{2} E_{0+}^{\pi^0 n} \right\} \left( \vec{\epsilon}_{\lambda,T} \cdot \vec{S}_{M_j M_j} \right)
+ 2 i \left\{ \frac{F_L^{S+V}}{2} L_{0+}^{\pi^0 p} + \frac{F_L^{S-V}}{2} L_{0+}^{\pi^0 n} \right\} \left( \vec{\epsilon}_{\lambda,L} \cdot \vec{S}_{M_j M_j} \right)
= 2 i E_{0+}^{1N} \left( \vec{\epsilon}_{\lambda,T} \cdot \vec{S}_{M_j M_j} \right) + 2 i L_{0+}^{1N} \left( \vec{\epsilon}_{\lambda,L} \cdot \vec{S}_{M_j M_j} \right). \tag{5.32}
\]

To account for the change in phase space, we have to multiply the amplitudes with the phase factor from Eq. (B.21),

\[
K_{1N} = \frac{m_N + M_\pi}{m_N + M_\pi} \approx 1.092; \tag{5.33}
\]

\[
E_{0+}^{1N} = K_{1N} \tilde{E}_{0+}^{1N} = \frac{K_{1N}}{2} \left( \frac{F_T^{S+V}}{2} E_{0+}^{\pi^0 p} + \frac{F_T^{S-V}}{2} E_{0+}^{\pi^0 n} \right), \tag{5.34}
\]

\[
L_{0+}^{1N} = K_{1N} \tilde{L}_{0+}^{1N} = \frac{K_{1N}}{2} \left( \frac{F_L^{S+V}}{2} L_{0+}^{\pi^0 p} + \frac{F_L^{S-V}}{2} L_{0+}^{\pi^0 n} \right). \tag{5.35}
\]

The results for photo-production off $^3$He and $^3$H are collected in table 5.3 and for electroproduction with $k_\mu k^\mu = -0.1$ GeV$^2$ in table 5.4.

The error related to the expansion of the production operator is difficult to estimate given that the convergence in the expansion for the single nucleon S-wave multipoles is known to be slow, see Ref. [3] for an extended discussion. We therefore give only a rough estimate of this uncertainty. The extraction of the proton S-wave photoproduction amplitude based on CHPT using various approximations [76] lead to an uncertainty $\Delta E_{0+}^{\pi^0 p} \approx \pm 0.05 \times 10^{-3}/M_\pi$, which is about 5%. The uncertainty of the neutron S-wave threshold amplitude is estimated to be the same. Consequently, our estimate of the error on the single nucleon amplitude is 5%.

### 5.2.2 Boost Corrections to $q^3$-Contributions (at $q^4$)

Boost corrections arise in reactions involving composite nuclei and emerge from the relative motion of the nucleons to the center of mass of the nucleus. Due to the relative motion of the nucleons the reaction threshold is lowered with respect to the threshold of a reaction.
Table 5.3: Numerical results for the form factors $F_{T/L}^{S \pm V}$. The first error is our estimation of the theoretical uncertainty resulting from the truncation of the chiral expansion while the second one is the statistical error from the Monte Carlo integration.

<table>
<thead>
<tr>
<th>nucleus $\psi$</th>
<th>$^3$He</th>
<th>$^3$H</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_{T}^{S+V}$</td>
<td>0.017(13)(3)</td>
<td>1.493(25)(3)</td>
</tr>
<tr>
<td>$F_{T}^{S-V}$</td>
<td>1.480(26)(3)</td>
<td>0.012(13)(3)</td>
</tr>
<tr>
<td>$F_{L}^{S+V}$</td>
<td>-0.079(14)(8)</td>
<td>1.487(27)(8)</td>
</tr>
<tr>
<td>$F_{L}^{S-V}$</td>
<td>1.479(26)(8)</td>
<td>-0.083(14)(8)</td>
</tr>
</tbody>
</table>

Table 5.4: Numerical results for the form factors $F_{T/L}^{S \pm V}$ for $k_{\mu}k^{\mu} = -0.1$ GeV$^2$. The first error is our estimation of the theoretical uncertainty resulting from the truncation of the chiral expansion while the second one is the statistical error from the Monte Carlo integration.

<table>
<thead>
<tr>
<th>nucleus $\psi$</th>
<th>$^3$He</th>
<th>$^3$H</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_{T}^{S+V}$</td>
<td>0.119(6)(1)</td>
<td>0.602(14)(1)</td>
</tr>
<tr>
<td>$F_{T}^{S-V}$</td>
<td>0.588(13)(1)</td>
<td>0.118(6)(1)</td>
</tr>
<tr>
<td>$F_{L}^{S+V}$</td>
<td>-0.131(14)(2)</td>
<td>0.589(17)(1)</td>
</tr>
<tr>
<td>$F_{L}^{S-V}$</td>
<td>0.577(15)(2)</td>
<td>-0.136(14)(1)</td>
</tr>
</tbody>
</table>

Involving a single nucleon. In other words, threshold pion production off a composite nucleus entails production off single nucleons above threshold. The part of the phase space parametrizing the relative momentum of the nucleons is integrated out to merge the nucleons to the chosen asymptotic states, e.g. the tri-nucleon, masking the origin of the correction and leaving an effective remnant contribution, which is of the form of a correction to the impulse approximation. In this sense boost corrections are multi-nucleon effects, but corrections to the one-nucleon sector. We decide to associate this effect to the 1N sector. The boost corrections start to contribute at order $q^4$.

The proton and neutron production amplitudes are calculated in $(N,\gamma)$-cms. The boost of a $(3N, \gamma)$-cms 4-vector $p$ to $(N, \gamma)$-cms 4-vector $p^*$ has the general form

$$
\begin{pmatrix}
\gamma \\
-\gamma\tilde{\beta} \\
-\gamma\beta \\
\beta^0 \end{pmatrix}
\begin{pmatrix}
p^0 \\
\tilde{p}^* \\
0 \\
\beta^0 \end{pmatrix} =
\begin{pmatrix}
\gamma(p^0 - \beta \cdot \tilde{p}) \\
-\gamma\tilde{\beta}p^0 + \tilde{p}_\perp + \gamma\tilde{p}_\parallel \end{pmatrix},
$$

(5.36)

where $P_{\tilde{\beta}}$ is the projection operator onto the $\tilde{\beta}$-direction, i.e. $P_{\tilde{\beta}} \vec{x} = (\tilde{\beta} \cdot \vec{x}) \tilde{\beta}$, and $\tilde{p}_\parallel = P_{\tilde{\beta}} \tilde{p}$ is the parallel part and $\tilde{p}_\perp = (1 - P_{\tilde{\beta}}) \tilde{p}$ the perpendicular part of $\tilde{p} = \tilde{p}_\parallel + \tilde{p}_\perp$ with respect to $\tilde{\beta}$. To determine $\tilde{\beta}$, consider $\vec{k}_1 + \vec{k}_\gamma$. In the $(N, \gamma)$-cms this combination has to vanish,
i.e. $\vec{k}_1^* + \vec{k}_\gamma^* = \vec{0}$. We have

$$\vec{k}_1^* + \vec{k}_\gamma^* = \gamma \left( -\vec{\beta}(k_1^0 + k_\gamma^0) + P_\beta(k_1 + k_\gamma) \right) + (1 - P_\beta)(k_1 + k_\gamma) \overset{!}{=} \vec{0}. \quad (5.37)$$

Because linear independent (even orthogonal) vectors have to vanish separately, i.e.

$$-\vec{\beta}(k_1^0 + k_\gamma^0) + P_\beta(k_1 + k_\gamma) = \vec{0},$$

we conclude

$$\vec{\beta} = \frac{\vec{k}_1 + \vec{k}_\gamma}{k_1^0 + k_\gamma^0} = \frac{\vec{k}_1^0 + \vec{q}}{k_1^0 + q^0} = \frac{p_1' - \frac{p_\perp^2}{2} + \frac{2q^0}{3}}{\sqrt{(p_1'^2 - \frac{p_\perp^2}{2} + \frac{2q^0}{3})^2 + m_N^2 + q^0}}. \quad (5.38)$$

Near the static limit we have

$$\vec{\beta} = \frac{p_1' - \frac{p_\perp^2}{2} + \frac{2q^0}{3}}{m_N} \left( \sqrt{\frac{(p_1'^2 - \frac{p_\perp^2}{2} - \frac{q^0}{3})^2}{m_N^2} + 1 + \sqrt{q^0 + M_N^2}} \right)^{-1}$$

$$= \frac{p_1' - \frac{p_\perp^2}{2} + \frac{2q^0}{3}}{m_N} \left[ 1 - \frac{q^0 + M_N^2}{m_N} + \mathcal{O} \left( \frac{1}{m_N} \right)^2 \right] \rightarrow \frac{p_1' - \frac{p_\perp^2}{2}}{m_N} + \mathcal{O} \left( \frac{1}{m_N} \right)^2, \quad (5.39)$$

$$\gamma = (1 - \beta^2)^{-1/2} = 1 + \frac{1}{2} \beta^2 + \mathcal{O}(\beta^4) = 1 + \mathcal{O} \left( \frac{1}{m_N} \right)^2. \quad (5.40)$$

Correspondingly, a general $(3N,\gamma)$-cms 4-vector $p^\nu$ transforms to the $(N,\gamma)$-cms as

$$p^\nu_{0*} = \gamma(p^0 - \vec{\beta} \cdot \vec{p}) = p^0 - \frac{p_1'^0 - \frac{p_\perp^2}{2} + \frac{2q^0}{3}}{m_N} \cdot \vec{p} \overset{\text{threshold}}{\rightarrow} p^0 - \frac{p_1'^0 - \frac{p_\perp^2}{2}}{m_N} \cdot \vec{p}, \quad (5.41)$$

$$\vec{p}^* = -\gamma \beta p^0 + \vec{p}_{\perp} + \gamma \vec{p}_{\parallel} = \vec{p} - \frac{p_1'^0 - \frac{p_\perp^2}{2} + \frac{2q^0}{3}}{m_N} p^0 \overset{\text{threshold}}{\rightarrow} \vec{p} - \frac{p_1'^0 - \frac{p_\perp^2}{2}}{m_N} p^0, \quad (5.42)$$

given up to first order in one over the nucleon mass. At threshold point we find:

$$k_1^{0*} = k^0 - \left( \frac{p_1'^0 - \frac{p_\perp^2}{2}}{m_N} \right) \cdot \vec{k}, \quad k^* = \vec{k} - \frac{k^0}{m_N} \left( \frac{p_1'^0 - \frac{p_\perp^2}{2}}{2} \right),$$

$$q^{0*} = q^0 - \left( \frac{p_1'^0 - \frac{p_\perp^2}{2}}{m_N} \right) \cdot \vec{q} = M_\pi, \quad q^* = \vec{q} - \frac{q^0}{m_N} \left( p_1'^0 - \frac{p_\perp^2}{2} \right) = \frac{M_\pi}{m_N} \left( \frac{p_1'^0 - \frac{p_\perp^2}{2}}{2} \right),$$

$$e_\lambda^{0*} = e_\lambda^0 - \left( \frac{p_1'^0 - \frac{p_\perp^2}{2}}{m_N} \right) \cdot \vec{e}_\lambda, \quad e_\lambda^* = \vec{e}_\lambda - \frac{e_\lambda^0}{m_N} \left( p_1'^0 - \frac{p_\perp^2}{2} \right) = \vec{e}_\lambda. \quad (5.43)$$
The polarization vector does not change except for the time component. To adopt the results for pion production off single nucleons in the (N, \gamma)-cms to the tri-nucleon case, the pion momentum in the (3N, \gamma)-cms at threshold, \( \vec{q} = 0 \), is boosted to the (N, \gamma)-cms value \( \vec{q}^* = -\frac{m_N}{m_N} (\vec{p}_{12} - \frac{\vec{p}_1}{2}) = -\mu (\vec{p}_{12} - \frac{\vec{p}_1}{2}) \) above threshold. The corresponding P-wave contribution off the nucleon with spin \( \vec{s} \) reads (using the notation from Ref. [69])

\[
M^\lambda = 2i(\vec{\epsilon}^\lambda \cdot \vec{s})(\vec{q}^* \cdot \hat{k})P_1 + 2i(\vec{\epsilon}^\lambda \cdot \vec{q}^*)(\hat{k} \cdot \vec{s})P_2 + (\vec{\epsilon}^\lambda \cdot [\vec{q}^* \times \hat{k}])P_3 \\
+ 2i(\vec{\epsilon}^\lambda \cdot \hat{k})(\vec{q}^* \cdot \hat{k})(P_4 - P_5 - P_1 - P_2) + 2i(\vec{\epsilon}^\lambda \cdot \hat{k})(\vec{q}^* \cdot \vec{s})P_3 \\
= 2i(\vec{\epsilon}_T^\lambda \cdot \vec{s})(\vec{q}^* \cdot \hat{k})P_1 + 2i(\vec{\epsilon}_T^\lambda \cdot \vec{q}^*)(\hat{k} \cdot \vec{s})P_2 + (\vec{\epsilon}_T^\lambda \cdot [\vec{q}^* \times \hat{k}])P_3 \\
+ 2i(\vec{\epsilon}_T^\lambda \cdot \vec{q}^*)(\vec{q}^* \cdot \hat{k})P_4 + 2i(\vec{\epsilon}_T^\lambda \cdot \hat{k})(\vec{q}^* \cdot \vec{s})P_5.
\]

Close to threshold, the P-wave multipoles \( P_i \) behave as \( P_i \approx \vec{P}_i |\vec{q}^*| = \mu \vec{P}_i |\vec{p}_{12} - \frac{\vec{p}_1}{2} | \) with

\[
\vec{P}_1^p = +0.01872\text{fm}^2, \quad \vec{P}_2^p = +0.02395\text{fm}^2, \quad \vec{P}_3^p = +0.00129\text{fm}^2, \\
\vec{P}_1^n = +0.01342\text{fm}^2, \quad \vec{P}_2^n = +0.02336\text{fm}^2, \quad \vec{P}_3^n = +0.00027\text{fm}^2,
\]

where the numerical values refer to the P-wave low-energy theorems for pion photo- [3] and electroproduction [77]. Corrections to these theorems are beyond the accuracy of our calculation.

In analogy to the S-wave case discussed above, we define the P-wave form factors

\[
\left( \vec{\epsilon}_{\lambda,T} \cdot \vec{s}_{M'j,Mj} \right) F_i^{S_{\pm}V} = \left\langle M_{j'} \left| 3(\vec{\epsilon}_{\lambda,T} \cdot \vec{s}_1) \left( (\vec{p}_{12} - \vec{p}_3/2) \cdot \hat{k} \right) \{1 \pm \tau_1^i \} \right| M_j \right\rangle \psi, \\
\left( \vec{\epsilon}_{\lambda,T} \cdot \vec{s}_{M'j,Mj} \right) F_i^{S_{\pm}V} = \left\langle M_{j'} \left| 3(\vec{\epsilon}_{\lambda,T} \cdot (\vec{p}_{12} - \vec{p}_3/2)) \cdot (\vec{k} + \vec{s}_1) \{1 \pm \tau_1^i \} \right| M_j \right\rangle \psi, \\
\left( \vec{\epsilon}_{\lambda,L} \cdot \vec{s}_{M'j,Mj} \right) F_i^{S_{\pm}V} = \left\langle M_{j'} \left| -3i(\vec{\epsilon}_{\lambda,L} \cdot [\vec{p}_{12} - \vec{p}_3/2 \times \hat{k}]) \{1 \pm \tau_1^i \} \right| M_j \right\rangle \psi, \\
\left( \vec{\epsilon}_{\lambda,L} \cdot \vec{s}_{M'j,Mj} \right) F_i^{S_{\pm}V} = \left\langle M_{j'} \left| 3(\vec{\epsilon}_{\lambda,L} \cdot \vec{s}_1) \left( (\vec{p}_{12} - \vec{p}_3/2) \cdot \hat{k} \right) \{1 \pm \tau_1^i \} \right| M_j \right\rangle \psi, \\
\left( \vec{\epsilon}_{\lambda,L} \cdot \vec{s}_{M'j,Mj} \right) F_i^{S_{\pm}V} = \left\langle M_{j'} \left| 3(\vec{\epsilon}_{\lambda,L} \cdot \hat{k}) \left( (\vec{p}_{12} - \vec{p}_3/2) \cdot \vec{s}_1 \right) \{1 \pm \tau_1^i \} \right| M_j \right\rangle \psi,
\]

where the spin and isospin operators refer to nucleon 1. The contributions from the other nucleons are accounted for by the overall factor of three as before.

In terms of these form factors, the P-wave contribution to the 3N-production amplitude takes the form:

\[
E_{0+}^{1N} = K_{1N} \vec{E}_{0+}^{1N} = -\frac{K_{1N}}{2} \mu \sum_{i=1}^{3} \left( F_i^{S_{+}V} \vec{P}_i^p + F_i^{S_{-}V} \vec{P}_i^n \right), \\
L_{0+}^{1N} = K_{1N} \vec{L}_{0+}^{1N} = -\frac{K_{1N}}{2} \mu \sum_{i=4}^{5} \left( F_i^{S_{+}V} \vec{P}_i^p + F_i^{S_{-}V} \vec{P}_i^n \right).
\]
These form factors are evaluated using the same Monte Carlo method as employed for the S-waves. The numerical values are collected in Tab. 5.5. Note that \( F_2 \) and \( F_5 \) come out to be consistent with zero and are therefore not listed in the table. As before, the proton contribution is dominant in \( ^3\text{H} \), whereas the neutron one features prominently in \( ^3\text{He} \).

\[
\begin{array}{|c|c|c|}
\hline
\text{nucleus} & \ ^3\text{He} & \ ^3\text{H} \\
\hline
F_1^{S+V} & +0.004(3)(1) & +0.339(6)(1) \\
F_1^{S-V} & +0.338(5)(1) & +0.002(3)(1) \\
F_3^{S+V} & -0.015(2)(0) & -0.011(2)(0) \\
F_3^{S-V} & -0.011(2)(0) & -0.015(2)(0) \\
F_4^{S+V} & -0.019(5)(4) & +0.339(6)(4) \\
F_4^{S-V} & +0.337(6)(4) & -0.021(3)(4) \\
\hline
\end{array}
\]

Table 5.5: Numerical results for the boost correction form factors \( F_i^{S\pm V} \) in units of \([\text{fm}^{-1}]\). The first error is our estimation of the theoretical uncertainty resulting from the truncation of the chiral expansion while the second one is the statistical error from the Monte Carlo integration. \( F_2^{S\pm V} \) and \( F_5^{S\pm V} \) are not shown here, because they are consistent with zero.

Notice that in contrast to the single-nucleon corrections, we do not need to employ a special treatment for boost corrections to the leading two-nucleon contributions at the order we are working. All \( 1/m_N \)-corrections to the leading three-body contributions to the production operator needed in the calculations are treated on the same footing as described in section 5.3.2.

## 5.3 Two-Nucleon Contributions

Two-nucleon contributions of an excitation process parametrize the leading nuclear corrections to the integral kernel, which in ChPT are mediated by one-pion-exchange and nucleon contact interactions. In neutral pion production processes, two-nucleon terms are known to be dominant with respect to one-nucleon effects in case of the deuteron \([6]\). We expect this behaviour also for the trinucleus. The lowest order only consists of one-pion-exchange diagrams, because all possible contact terms vanish in Coulomb gauge at LO \((q^3)\) and at threshold even at NLO \((q^4)\).

### 5.3.1 Leading Contributions \((q^3)\)

In Coulomb gauge, only the two Feynman diagrams shown in Fig. 5.2 contribute at threshold to third order \([6]\), labeled by (a) and (b). Their contribution exclusively consists of
operators $\sim g_A$ and has therefore no free parameters.

$$iT_{12}^{NN,a} + iT_{21}^{NN,a} = -(2m_N^2) \frac{M_\pi e g_A}{F_\pi^3} \frac{\bar{\alpha}_\lambda \cdot (\bar{s}_1 + \bar{s}_2)}{(\bar{p}_{12} - \bar{p}'_{12} + \bar{k}/2)^2 (\bar{r}_1 \cdot \bar{r}_2 - \tau_1^z \tau_2^z)}. \quad (5.46)$$

This leads to a contribution

$$\mathcal{M}_{\lambda,a}^{2N} = 2i \frac{M_\pi e g_A m_{3N}}{16\pi(m_{3N} + M_\pi)(2\pi)^3 F_\pi^3} \left\langle \frac{3}{(\bar{p}_{12} - \bar{p}'_{12} + \bar{k}/2)^2} (\bar{r}_1 \cdot \bar{r}_2 - \tau_1^z \tau_2^z) \delta^{(3)} \left( \left( \bar{p}_3 - \bar{k}/3 \right) - \bar{p}'_3 \right) \right\rangle_\psi,$$

$$:= 2i K_{2N}^{(3)} \left\langle M_J \left| \hat{O}_a \right| M_J \right\rangle_\psi, \quad (5.47)$$

with the prefactor

$$K_{2N}^{(3)} = \frac{M_\pi e g_A m_{3N}}{16\pi(m_{3N} + M_\pi)(2\pi)^3 F_\pi^3} \approx 0.135 \text{ fm} \times 10^{-3}/M_\pi^+. \quad (5.48)$$

The numerical value for $K_{2N}^{(3)}$ was obtained using $g_A = 1.26$ for the axial coupling constant, $F_\pi = 93$ MeV for the pion decay constant, and the neutral pion mass $M_\pi = 135$ MeV.

$$iT_{12}^{NN,b} + iT_{21}^{NN,b} = (2m_N^2) \frac{M_\pi e g_A}{F_\pi^3} \left\langle \left( \bar{p}_{12} - \bar{p}'_{12} - \bar{k}/2 \right) \cdot (\bar{s}_1 + \bar{s}_2) \right\rangle \left( \bar{a}_\lambda \cdot (2\bar{p}_{12} - 2\bar{p}'_{12}) \right) \left( \bar{r}_1 \cdot \bar{r}_2 - \tau_1^z \tau_2^z \right). \quad (5.49)$$
Table 5.6: Numerical results for the form factors $F_T^{(a)} - F_T^{(b)}$ parametrizing two-body contributions in units of fm$^{-1}$ for photoproduction. The first error is our estimation of the theoretical uncertainty resulting from the truncation of the chiral expansion while the second one is the statistical error from the Monte Carlo integration.

<table>
<thead>
<tr>
<th>nucleus $\psi$</th>
<th>$^3\text{He}$</th>
<th>$^3\text{H}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_T^{(a)} - F_T^{(b)}$ [fm$^{-1}$]</td>
<td>$-29.3(2)(1)$</td>
<td>$-29.7(2)(1)$</td>
</tr>
<tr>
<td>$F_L^{(a)} - F_L^{(b)}$ [fm$^{-1}$]</td>
<td>$-22.9(2)(1)$</td>
<td>$-23.2(1)(1)$</td>
</tr>
</tbody>
</table>

This leads to a contribution

$$
\mathcal{M}_{\lambda}^{2N} = -2i \frac{M_p e g_A m_3 N}{16\pi(m_3 N + M_p)(2\pi)^3 F_3^2} \left\langle 6 \left( \frac{\tilde{p}_{12} - \tilde{p}_{12} - \tilde{k}/2}{\tilde{p}_{12} - \tilde{p}_{12} + \tilde{k}/2} \right) \frac{(\tilde{p}_{12} - \tilde{p}_{12})}{(\tilde{p}_{12} - \tilde{p}_{12} + \tilde{k}/2)^2 + M_3^2} \right\rangle_{\psi}.
$$

According to Eq. (4.3) we can write the amplitude as

$$
\mathcal{M}_{\lambda,a}^{2N} + \mathcal{M}_{\lambda,b}^{2N} = 2i \left\{(E_{0+,a}^{2N} + E_{0+,b}^{2N}) \mathcal{E}_T^\lambda \cdot \tilde{S}_{M,j,M_j} + (L_{0+,a}^{2N} + L_{0+,b}^{2N}) \mathcal{E}_L^\lambda \cdot \tilde{S}_{M,j,M_j} \right\}
$$

$$
= 2i \left\{(F_T^{(a)} - F_T^{(b)}) \mathcal{E}_T^\lambda \cdot \tilde{S}_{M,j,M_j} + F_T^{(a)} \mathcal{E}_T^\lambda \cdot \tilde{S}_{M,j,M_j} \right\}
$$

$$
= 2i \left\{E_{0+}^{2N} \mathcal{E}_T^\lambda \cdot \tilde{S}_{M,j,M_j} + L_{0+}^{2N} \mathcal{E}_L^\lambda \cdot \tilde{S}_{M,j,M_j} \right\}.
$$

The results for photo-production off $^3\text{He}$ and $^3\text{H}$ are collected in table 5.6 and for electro-production in table 5.7.

### 5.3.2 Subleading Contributions ($q^4$)

The subleading 2N contributions in fig. 5.3 are corrections to the two-nucleon production operator. These can be grouped in two categories, namely the so-called static and the so-called recoil corrections. The static corrections are shown in Fig. 5.3. They involve - as the leading 2N corrections do - static propagators but one insertion from the dimension two chiral effective pion-nucleon Lagrangian $\mathcal{L}_{\pi N}^{(2)}$. The recoil corrections feature corrections to the static propagators with only insertions from the leading order (dimension one) chiral Lagrangian. These corrections are most conveniently derived in a time-ordered
### Table 5.7: Numerical results for the form factors $F^{(a)}_{T/L} - F^{(b)}_{T/L}$ parametrizing two-body contributions in units of fm$^{-1}$ for electroproduction with $k_\mu k^\mu = -0.1$ GeV$^2$. The first error is our estimation of the theoretical uncertainty resulting from the truncation of the chiral expansion while the second one is the statistical error from the Monte Carlo integration.

<table>
<thead>
<tr>
<th>nucleus $\psi$</th>
<th>$^3$He</th>
<th>$^3$H</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F^{(a)}_T - F^{(b)}_T$ [fm$^{-1}$]</td>
<td>$-16.06(21)(3)$</td>
<td>$-16.44(20)(2)$</td>
</tr>
<tr>
<td>$F^{(a)}_L - F^{(b)}_L$ [fm$^{-1}$]</td>
<td>$-9.61(15)(3)$</td>
<td>$-9.78(12)(3)$</td>
</tr>
</tbody>
</table>

For the sake of presentability, we rewrite the total next-to-leading-order contribution to the form

$$M = 2iK^{(4)}_{2N} \left\langle \sum_i \hat{O}^{(i)}_{12} \mid \hat{O}^{(i)}_{21} \right\rangle \psi,$$

analogous to the leading-order two-nucleon results, where the form factor $F^{static}_{T/L} (F^{recoil}_{T/L})$ corresponds to the sum of all static (recoil) diagrams.
in the static limit. One vertex of the corresponding leading order diagram is replaced by a one order higher vertex. Higher order vertices in general are not as restricted by the threshold and the Coulomb gauge condition as the leading order vertex and can therefore be inserted at different places as can be seen comparing Fig. 5.2 and Fig. 5.3. As a consequence and in contrast to the leading order, the longitudinal correction is larger by a factor of three than the transversal one, which reflects this additional freedom. The subleading static contributions are listed in momentum space in section B.4.1. As the form factors in Tab. 5.8 are much smaller than the leading counterparts (Tab. 5.6) in the two-nucleon sector, the power counting seems to separate terms of different importance well. The low-energy expansion converges fast for static two-nucleon operators, which in the one-nucleon sector is not true [79]. Independent of the order of magnitude, the subleading static one-pion-exchange result varies very mildly with the wave-function cutoff, which is consistent with the leading order results.

Up to this point, we have taken into account higher order corrections to the vertices only. To complete the calculation for order $q^4$, we also have to consider corrections to propagators parametrizing nuclear recoil effects in the following.
Recoil corrections

The so-called recoil corrections are depicted in the diagrams shown in Fig. 5.4 and are labelled corresponding to their parent diagrams by \((a'_1)\) and \((b'_1)\). In this type of contribution the full energy denominator is expanded in a time-ordered formalism using so-called Q-boxes. Reducible parts and intermediate \(NN\pi\)-states of diagrams are taken in the static limit to suppress possible break-up effects. The remaining energy denominators are Taylor expanded in \(1/m_N\) about \(1/m_N = 0\). The term linear in \(1/m_N\) is the one of significance here. All vertices remain unchanged. The boxes indicate the regions where the two energy denominators to be expanded can appear. For details, see Ref. [78]. The momentum space representation of the contributions can be found in section B.4.2.

It is known from the two-nucleon case, explicitly calculated in a simplified model for pion scattering off the deuteron in [80], that there are strong cancellations of recoil effects between one-nucleon and two-nucleon rescattering diagrams with Pauli-forbidden \(NN\pi\) intermediate states, i.e. the static approximation proves to be a good approximation here. Similarly, in case of the trinucleus, the principal S-wave dominantly Pauli-forbids these intermediate \(NN\pi\)-states. Therefore one expects a suppression of recoil corrections.

The result of the subleading two-body contributions convoluted with the tri-nucleon wave functions is collected in Tab. 5.8. Within the large uncertainties, the recoil contribution is compatible with zero. The strong wave function cutoff dependence of the recoil form factors \(F_T^{\text{recoil}}\) and \(F_L^{\text{recoil}}\) indicates a mixing of different orders or incompleteness of the set of considered terms and may confront us with the problematic power counting used here, in which \(M_\pi/m_N\) corrections stemming from the expansion of the corresponding energy denominators are treated as \(O(q/\Lambda)\). A consistent treatment of the new scale \(\chi = \sqrt{M_\pi m_N} \simeq 340\) MeV appearing in calculations which take into account nucleon recoil effects using an adapted powercounting scheme has not been performed in the pion.
production context. However, we note that this issue needs to be investigated in more detail in view of the findings of Refs. [81, 80].

A way to check the calculations would be to take the full energy denominator for the leading two-nucleon contributions, which is in principle possible in the Monte Carlo integration formalism. The recoil contribution is nevertheless smaller than the LO static contribution. This behaviour is consistent with the expectations expressed in [80], given that the intermediate \( \pi \)-states are Pauli forbidden.

\[
\begin{array}{|c|c|c|}
\hline
\text{nucleus } \psi & \text{ }^3\text{He} & \text{ }^3\text{H} \\
\hline
F_T^{\text{static}} [\text{fm}^{-1}] & -0.134(6)(72) & -0.150(50)(84) \\
F_T^{\text{recoil}} [\text{fm}^{-1}] & +0.078(174)(2) & +0.078(180)(4) \\
F_T^{\text{total}} [\text{fm}^{-1}] & -0.056(180)(72) & -0.072(144)(84) \\
F_L^{\text{static}} [\text{fm}^{-1}] & -0.542(56)(110) & -0.490(38)(99) \\
F_L^{\text{recoil}} [\text{fm}^{-1}] & +0.538(482)(10) & +0.542(532)(10) \\
F_L^{\text{total}} [\text{fm}^{-1}] & -0.004(492)(110) & +0.052(564)(100) \\
\hline
\end{array}
\]

Table 5.8: Numerical results for the form factors \( F^{\text{static}} \) and \( F^{\text{recoil}} \). The first error is an estimate of the theory error from higher orders in chiral EFT while the second error is the statistical error from the Monte Carlo integration.

### 5.4 Parameters, Runtime, Convergence

The VEGAS algorithm provides a two step iteration procedure. In the first step, the result and error of each iteration are used to refine the sampling point grid without accumulation of results and errors. In the second step, the results and errors are collected to a weighted average with standard deviation. Usually the first step is operated with much (one order of magnitude) less sampling points to optimize the run time, but with much (e.g. one order of magnitude) more iterations than the second. In this manner, the first step iterations are speeded up and their results are excluded. The following values of the runtime parameters ncallX (number of sampling points in step X) and itX (number of iterations in step X) proved to be accurate for the calculations, rt denotes the run time on a single core:

- 1N contributions: ncall1 = 10^4, it1 = 10, ncall2 = 10^5, it2 = 3 and rt\( \approx \) 2h.
- 2N contributions: ncall1 = 10^5, it1 = 10, ncall2 = 10^6, it2 = 3 and rt\( \approx \) 20h.

We optimized these parameters in the first deuteron and tri-nucleon calculations and fixed them to the above values to gain reproducible results. Only for some contributions in the 2N \( q^4 \) sector the error had to be reduced by using a larger ncall2 = 10^7.

In the following, we demonstrate the dependence on the cutoff and the second step parameters it2 and ncall2 by the example of the leading order two nucleon contributions shown in Fig. 5.2.
5.4.1 Cutoff Dependence

The five cutoff combinations \((\tilde{\Lambda}, \Lambda)\) used to generate the tri-nucleon wave functions \(\psi(\tilde{\Lambda}, \Lambda)\) give a handle to estimate the influence of higher order effects. For a chosen contribution \(\hat{O}\) we calculate five tri-nucleon expectation values, one for each of the five cutoff combinations.

\[
\left\langle \hat{O} \right\rangle_{\psi}(\tilde{\Lambda}, \Lambda) := \left\langle \psi(\tilde{\Lambda}, \Lambda) \left| \hat{O} \right| \psi(\tilde{\Lambda}, \Lambda) \right\rangle.
\]  

(5.55)

The mean value is a reasonable expectation value (in which higher order effects stemming from the wave function generation are averaged),

\[
\overline{\left\langle \hat{O} \right\rangle}_\psi := \frac{1}{2} \left( \max_{(\Lambda,\tilde{\Lambda})} \left\langle \hat{O} \right\rangle_{\psi}(\tilde{\Lambda}, \Lambda) \right) + \min_{(\Lambda,\tilde{\Lambda})} \left\langle \hat{O} \right\rangle_{\psi}(\tilde{\Lambda}, \Lambda) \approx \frac{1}{5} \sum_{(\Lambda,\tilde{\Lambda})} \left\langle \hat{O} \right\rangle_{\psi}(\tilde{\Lambda}, \Lambda).
\]  

(5.56)

The spread from the mean value is a lower bound for the error induced by higher order effects,

\[
\Delta \left\langle \hat{O} \right\rangle_{\psi} := \frac{1}{2} \left( \max_{(\Lambda,\tilde{\Lambda})} \left\langle \hat{O} \right\rangle_{\psi}(\tilde{\Lambda}, \Lambda) \right) - \min_{(\Lambda,\tilde{\Lambda})} \left\langle \hat{O} \right\rangle_{\psi}(\tilde{\Lambda}, \Lambda) \approx \frac{1}{5} \sum_{(\Lambda,\tilde{\Lambda})} \left\langle \hat{O} \right\rangle_{\psi}(\tilde{\Lambda}, \Lambda) - \min_{(\Lambda,\tilde{\Lambda})} \left\langle \hat{O} \right\rangle_{\psi}(\tilde{\Lambda}, \Lambda) \right\rangle.
\]  

(5.57)

In practice, the spread produces an error of reasonable size. The first form of eq. (5.56) guarantees a symmetrical cutoff spread error, but the second form is preferable for statistical error propagation.

In Fig. 5.5 the cutoff dependence of the leading two nucleon contributions a) and b) is shown in terms of the \(^3\text{H}\) form factors \(F_T^{(a)}\) and \(F_T^{(b)}\). The contributions a) and b) separately depend strongly on the cutoff combination. As expected the cutoff dependence reduces drastically for the full leading order contribution, \(F_T^{(a)} - F_T^{(b)}\). The plot illustrates the idea for estimations of higher order effects: We vary the wave function cutoff combinations and take the central value and the spread as the expectation value and the corresponding error, whereas the statistical error simply is propagated and given as an additional error band.

The central value and statistical error of the VEGAS integration show a distinct pattern: Cutoff combination 1 and 4 seem to contribute with a nearly identical value and less MC variance. On the other hand combinations 2 and 5 have nearly the same value with the largest MC variance, i.e. the result seems to be nearly independent of the Lippmann-Schwinger cutoff \(\Lambda\) and seems to vary (mildly) with the spectral function cutoff \(\tilde{\Lambda}\). We observed this pattern for all considered integral kernels.

5.4.2 Dependence on ncall2 and it2

The dependence on the second step VEGAS parameters is essential for convergence. Optimization for ncall2 and it2 is not simple since we have to find an optimum in a 2-dim.
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Figure 5.5: Cutoff dependence of the leading two-nucleon contributions $F_T^{(a)}$ and $F_T^{(b)}$ for $^3\text{H}$. The cutoff is given in terms of five different combinations as explained in the text. The full leading order two nucleon contribution $F_T^{(a)} - F_T^{(b)}$ varies very mildly with the cutoff. The central value is given as the dashed line, the cutoff spread as the inner band and the outer band represents the statistical error. The data of the contributions from diagram a) and b) are plotted with an appropriate offset.

plane. Since the computing power is limited, we concentrate on each parameter separately and compare the results of both approaches as a consistency check. Here, we consider the cutoff mean value explained above of the leading two nucleon contribution $F_T^{(a)}$ and the statistical error only. The cutoff error is not analyzed here because it is nearly constant. The computational complexity grows almost linear with the parameters it2 and ncall2. For a well chosen and fixed it2 (ncall2) and variation of ncall2 (it2) one expects a monotone or alternating saturation behavior for the expectation value and a corresponding variance below the crude MC variance of Eq. (3.1), $\propto 1/\sqrt{\text{ncall2} \cdot \text{it2}}$, indicating reasonable convergence. The dependence on it2 is shown in Fig. 5.6 for fixed ncall2 = $10^6$. Mean value and error behave as expected. Note that the plotted entity $F_T^{(a)}$ is not an observable.

The dependence of the form factor $F_T^{(a)}$ on ncall2 is shown in Fig. 5.7 for fixed it2 = 3. Note the different scales in comparison to Fig. 5.6. The mean value quickly converges arriving at a plateau for ncall2 $\in [10^5, 10^7]$ and the variance reduces more rapidly than $\propto 1/\sqrt{\text{ncall2}}$ as statistically expected. Based on the above analysis and the compromise between computational complexity and numerical accuracy we chose it2 = 3 and ncall2 = $10^6$. Only for some worse conditioned integration kernels stemming from higher two-
nucleon contributions, we increased ncall2 to $10^7$.

## 5.5 Results

We are now in a position to evaluate the nuclear S-wave multipoles. They are given as the sum of the one- and two-nucleon contributions given in the previous section,

\[
E_{0+}^{\pi_0} = E_{0+}^{1N} + E_{0+}^{2N}, \quad L_{0+}^{\pi_0} = L_{0+}^{1N} + L_{0+}^{2N}. \tag{5.58}
\]

Combining the leading and subleading corrections to the two-nucleon production operators discussed above with the subleading chiral perturbation theory results for the single-nucleon multipoles at $O(p^4)$ \cite{3, 4, 75}

\[
E_{0+}^{p_0} = -1.16 \times 10^{-3}/M_{\pi^+}, \quad E_{0+}^{n_0} = +2.13 \times 10^{-3}/M_{\pi^+}, \\
L_{0+}^{p_0} = -1.35 \times 10^{-3}/M_{\pi^+}, \quad L_{0+}^{n_0} = -2.41 \times 10^{-3}/M_{\pi^+}. \tag{5.59}
\]

we obtain for the threshold multipoles on $^3$He and on $^3$H the values listed in Table 5.9. For $E_{0+}^{p_0}$ we took an average of Refs. \cite{4, 75}. The neutron amplitude uses the updated LECs from \cite{4} based on the formalism from \cite{4} but is not explicitly given in that paper. Note that the values for the single nucleon multipoles in Eq. (5.59) are consistent with

Figure 5.6: Dependence of the leading two nucleon contribution $F_T^{(a)}$ for $^3$H on the iterations it2 in the second VEGAS integration step.
the unpolarized data of [82] and a recent calculation in the chiral unitary approach [83]. The extractions of the proton S-wave photoproduction multipoles based on ChPT using various approximations show a 5% uncertainty [76]. Consequently, we assign a 5% error to the single-nucleon multipoles.\(^1\)

We remark that in the heavy baryon calculations of Refs. [3, 4], the physical pion masses have been used in the kinematics. Moreover, the physical pion masses were used in evaluating the corresponding loop diagrams. Thus the production as well as the second threshold due to the \(\pi^+ n\) intermediate state are correctly accounted for. The same approach is used here. Therefore, the multipole values in Eq. (5.59) can indeed be tested in pion production off the tri-nucleon.

In Table 5.9, adding the first two columns gives the leading one-loop result from Ref. [16]. The fourth order corrections are given separately for the boost of the single nucleon terms (third column) as well as the contributions described in section 5.3.2 and referred to as static and recoil, respectively. The complete one-loop result can be found in the sixth column. The first error given is an estimate of the theory error from higher orders in chiral EFT, the second error is the statistical error from the Monte Carlo integration.

\(^1\)We note that it is misleading to estimate the theory uncertainty from comparing third and fourth order results due to the abnormally large contribution of the triangle diagram [79]. The theory uncertainty has therefore been estimated from a comparison of fitting various data sets available and using variations of the ChPT amplitude that account for unitarity exactly.
Table 5.9: Numerical results for the 3N multipoles in $[10^{-3}/M_{\pi^+}]$. The first error is our estimation of the theoretical uncertainty resulting from the truncation of the chiral expansion while the second one is the statistical error from the Monte Carlo integration.

Notice that the statistical error is negligible compared to theory error. The 5% error from the single-nucleon amplitudes discussed above is not included in the numbers for the theory error, but appears as the second error of the single nucleon contribution in the table. For the total result only the combined error is given. Overall, we find that these fourth order corrections for the electric dipole amplitude $E_{0^+}^{\pi^0\psi_{1^+}}$ for both tri-nuclear systems come out to be very small, much smaller than in case of the deuteron. This can be, in part, traced back to the smaller values of the various form factors (for the boost corrections) and also to the small prefactor $K_{2N}^q$, cf. Eq. (5.53), for the two-nucleon contributions. For the longitudinal amplitude $L_{0^+}^{\pi^0\psi_{1^+}}$, the sum of the fourth order corrections is consistent with zero within the uncertainties. This can be understood as follows: First, the boost corrections are proportional to the P-wave multipole $P_4$, which is much smaller than the corresponding multipoles $P_1, P_3$ that appear in the electric dipole amplitude, cf. Eq. (5.44). Second, there are almost perfect cancellations between the static and the recoil contributions for both tri-nucleon systems. These cancellations are accidental in the sense that they cannot be traced back to any symmetry or small prefactor. The process seems to ignore longitudinal degrees of freedom inside the trimnucleus represented by boost, static and recoil corrections. In summary, we find that the chiral expansion for the S-wave multipoles at threshold converges fast and that the largest uncertainty remains in the single nucleon production amplitudes. We also remark that the fourth order corrections to the electric dipole amplitudes of the tri-nucleon systems are sizably smaller than for the deuteron.

Now, let us concentrate on photoproduction. The threshold S-wave cross section for pion photoproduction $a_0$ is given in terms of the photon momentum $\vec{k}$ and the pion momentum $\vec{q}$ by

$$a_0 = \left| \vec{k} \frac{d\sigma}{d\Omega} \right|_{\vec{q}=0} = \left| E_{0^+}^{a_0\psi_{1^+}} \right|^2.$$  \hspace{1cm} (5.60)

In Fig. 5.8, we illustrate the sensitivity of $a_0$ to the single-neutron multipole $E_{0^+}^{a_0n}$.

The shaded band indicates the theory error estimated from the cutoff variation as described above and a 5% error in $E_{0^+}^{a_0p}$. As shown above, the uncertainties related to the nuclear
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Figure 5.8: Sensitivity of $a_0$ for $^3\text{He}$ in units of $10^{-6}/M_{\pi^+}^2$ to the single-neutron multipole $E_0^{n\pi}$ in units of $10^{-3}/M_{\pi^+}$. The vertical dashed line gives the ChPT prediction for $E_0^{n\pi}$ and the vertical dotted lines indicate the 5% error in the prediction. The shaded band indicates the theory error estimated from the cutoff variation and a 5% error in $E_0^{n\pi}$ as described in the text.

effects are of the order of one percent, i.e. completely negligible. So our estimate of a 10% uncertainty of the 2N contributions in Ref. [16] driven by the analogy to the deuteron case [6] turns out to be much too conservative. The vertical dashed line indicates the ChPT prediction $E_0^{n\pi} = 2.13 \times 10^{-3}/M_{\pi^+}$. Changing this value by ±20% leads to changes in $a_0$ of about ±30%. Thus, the $^3\text{He}$ nucleus is a very promising target to test the ChPT prediction for $E_0^{n\pi}$. On the contrary, neutral pion production on $^3\text{H}$ is rather insensitive to $E_0^{n\pi}$. A variation of $E_0^{n\pi}$ in the range 0...3 (in units of $10^{-3}/M_{\pi^+}$) changes $a_0$ only by 1%.

Next we compare our predictions with the available data. The consistency of the ChPT prediction for the single-neutron multipole with the measured S-wave threshold amplitude on the deuteron from Saclay and Saskatoon is well established, see Refs. [6, 2]. The reanalyzed measurement of the S-wave amplitude for $^3\text{He}$ at Saclay gives $E_3 = (-3.5 \pm 0.3) \times 10^{-3}/M_{\pi^+} [12, 13]$, which is related to $a_0$ according to

$$|E_0^{0\pi}\psi|^2 = |E_3|^2 |F_T^{S-V}|^2 \left(1 + M_{\pi}/m_N\right)^2 \left(1 + M_{\pi}/3m_N\right)^2.$$  \hspace{1cm} (5.61)

Here, we have approximated the $A = 3$ body form factor $F_A$ of Argan et al. [13] by the numerically dominant form factor $F_T^{S-V}$ for $^3\text{He}$, cf. Tab. 5.3. This results in

$$E_0^{n\pi\psi} = (-2.8 \pm 0.2) \times 10^{-3}/M_{\pi^+} ,$$  \hspace{1cm} (5.62)
assuming the same sign as for our $^3\text{He}$ prediction in Table 5.9. In magnitude, the extracted value is about 25% above the leading one-loop prediction $E^{\pi_0\psi}_{0^+} = -2.24(11) \times 10^{-3}/M_{\pi^+}$. The discrepancy is reduced for the fourth order result $E^{\pi_0\psi}_{0^+} = -2.48(11) \times 10^{-3}/M_{\pi^+}$, which is about 12% below the experimental value in Eq. (5.62). Taking into account the errors, our fourth order result is consistent with the experiment of Argan et al. [13]. Given the model-dependence that is inherent to the analysis of Ref. [13], it is obvious that a more precise measurement using CW beams and modern detectors is very much called for. Our calculation establishes a model independent connection between the tri-nucleon multipole measured in such an experiment and the single neutron multipole to be extracted.
Chapter 6

Summary and Outlook

In this work, we have presented a calculation of the leading and subleading two-nucleon operators for threshold neutral pion photo- and electroproduction off the tri-nucleon systems $^3$H and $^3$He. This includes the leading two-nucleon order $\mathcal{O}(q^3)$ and completes the one-loop calculation at order $\mathcal{O}(q^4)$ in the standard heavy baryon counting. The production operator was evaluated in the framework of chiral nuclear effective field theory, in line with the earlier calculations for neutral pion production off the deuteron [5, 6, 7]. To this order, it gets both one- and two-body contributions. Here, we have given explicit expressions for the fourth order two-nucleon contributions stemming from boost corrections for pion production off a single nucleon (such contributions only arise from the fact that in a nucleus the threshold for pion production is lowered as compared to the nucleon case), from static 2N contributions with one insertion from the dimension two chiral pion-nucleon Lagrangian and from recoil corrections to the pion- and nucleon propagators. We have used the chiral wave functions of Refs. [60, 61] to calculate the S-wave 3N multipoles $E_{0+}$ and $L_{0+}$. These wave functions are consistent with the pion production operator.

We have shown that all corrections at fourth order in the standard heavy baryon counting are very small, a few percent for the tri-nucleon electric dipole amplitudes and essentially vanishing for the corresponding longitudinal amplitudes. This suppression can be explained by very small boost correction and an accidental cancellation between the static and the recoil contributions. We remark that these corrections are sizably smaller than in the deuteron case [6]. A consistent treatment of the new scale $\chi = \sqrt{M_\pi m_N} \simeq 340$ MeV appearing in calculations which take into account nucleon recoil effects using an adapted powercounting scheme has not been performed in the pion production context. In our calculations, the strong cutoff-dependence of the recoil corrections is an indication for mixing up different orders. However, we note that this issue needs to be investigated in more detail in view of the findings of Refs. [81, 80].

The theoretical uncertainty associated with the cutoff variation in the employed wave functions appears to be small (of the order of 3%). The dominant theoretical error at this order stems from the threshold pion production amplitude off the proton and the neutron, which is estimated to be about 5%. Consequently, we have explored the possibility to extract the elementary neutron multipole $E_{0+}^n$ from a neutral pion photoproduction.
measurement off $^{3}\text{He}$. We found indeed a large sensitivity of the $E_{0+}$ amplitude to $E_{0+}^{\text{n}}$. Given the very small uncertainty of the nuclear corrections as shown here, $^{3}\text{He}$ appears to be a promising target to test the counterintuitive ChPT prediction for $E_{0+}^{\text{n}}$ [3, 4].

We have also shown that our prediction for the $^{3}\text{He}$ S-wave multipole $E_{0+}$ is roughly consistent with the value deduced from the old Saclay measurement of the threshold cross section [13]. A new measurement using modern technology and better methods to deal with few-body dynamics is urgently called for. The rapid energy dependence of $E_{0+}^{\text{n}}$ due to the close by charged pion production threshold presents a challenge for its experimental extraction. A calculation of pion production above threshold would be valuable in this context.

There are many other natural extensions of this work. They include investigating higher orders, the role of the nucleon recoil, the extension to virtual photons and pion electroproduction, production of charged pions, and considering heavier nuclear targets such as $^{4}\text{He}$.

The next level of understanding should be achieved by higher order calculations to investigate the slow converging single-nucleon amplitudes and the dominance of the two-nucleon sector in the context of light nuclei. Of special importance is also the three-nucleon force that starts to contribute to the integral kernel at the next order $q^5$.

$^{4}\text{He}$ is particularly interesting for investigations above threshold in this context because it does not carry nuclear spin. As a consequence, the amplitude for neutral pion production off a spin-0 nucleus $\psi$ vanishes at threshold and takes near threshold the simple form [84, 15]

$$\mathcal{M}_3^\lambda = (\vec{c}_T^\lambda \cdot [\hat{q}_\pi \times \hat{k}]) P_3^\psi.$$

Since, for the unpolarizable $^{4}\text{He}$, the magnetic quantum numbers $M_J = 0 = M_J'$ do not change, $P_3^\psi$ is the only P-wave amplitude that survives, corresponding to the part of the CGLN-amplitude $F_2$ with $l = 1$ in Eq. 4.8 in the one-nucleon case, i.e. $P_3 = 2M_{1+} + M_{1-}$. Consequently, only the spin-independent part of the one-nucleon production operator,

$$\mathcal{M}_{1N}^\lambda = (\vec{c}_T^\lambda \cdot [\hat{q}_\pi^* \times \hat{k}^*]) P_3^\psi,$$

contributes for each nucleon at order $q^3$, which has to be boosted from the $(N, \gamma)$-cms to the ($^{4}\text{He}, \gamma$)-cms and multiplied by the phase-space factor $K_{1N}^N = \frac{1 + M_{\pi}/m_N}{1 + M_{\pi}/m_{4N}} \approx 1.104$. At order $q^4$, spin-independent two-nucleon production operators start to contribute, which are proportional to $(1 + k_v)(\vec{c}_T^\lambda \cdot [\hat{q}_\pi \times \hat{k}])$. In these two-nucleon diagrams, the photon couples to a nucleon line in a subleading photon-nucleon vertex and transfers the momentum to the nucleon only. The two nucleons interact via leading contact-interaction or one-pion-exchange and at a leading pion-nucleon vertex, the pion is emitted. Nevertheless, calculations involving $^{4}\text{He}$ wave functions are numerically much more expensive than calculations using the corresponding trinucleus wave functions.

Further work in these directions is in progress.
Appendix A

Cross Section

A.1 General Form

In this appendix we calculate the cross section for neutral pion photo- and electroproduction off spin-1/2 states \( \psi \) and explain their conceptual overlaps. Electroproduction in the one-photon-exchange approximation can be separated into two subprocesses. In the first step, an electron scatters under emission of a virtual photon and in the second the virtual photon, which can have transversal and longitudinal polarisation, produces a neutral pion off a nucleus. The first interaction is described by quantum-electro-dynamics (QED) and the second by quantum-chromo-dynamics (QCD), which we replace by chiral perturbation theory (ChPT) in the non-perturbative low-energy region.

We follow the description of Amaldi et al. [55], Nozawa et al. [85], Drechsel et al. [56] and Berends et al. [86] and extend the formalism to the pion electroproduction off tri-nucleon states with nuclear spin \( J = \frac{1}{2} \).

In one-photon-exchange approximation, the total cross section for electroproduction of neutral pions off the trinucleus is

\[
\frac{d\sigma_{el}}{d^3q} = \frac{1}{F_e V} \frac{1}{2E_{3N}} \frac{1}{2E_e} \frac{1}{2E'_e (2\pi)^3} \frac{1}{2E'_{3N} (2\pi)^3} \frac{1}{2E'_e (2\pi)^3} \frac{1}{2} \sum_{\text{spins}} \left| \langle p'_e | l_\mu | p_e \rangle \langle p'_{3N} q | J^\mu_{3N} | p_{3N} k \rangle \right|^2,
\]

where

\[
\alpha = e^2 / 4\pi \quad \text{is the fine structure constant},
\]

\( F_e \) is the incident electron flux,

\( V \) is the reaction volume,

\( p_e (p'_e) \) is the initial (final) electron four-momentum,

\( k = p_e - p'_e \) is the four-momentum of the virtual photon with \( k^2 = k_\mu k^\mu < 0 \),

\( p_{3N} (p'_{3N}) \) is the initial (final) 3N nucleus four-momentum,
$q$ is the pion four-momentum, and $E_e, \ldots$ are the corresponding energies.
The squared amplitude for the cross section is summed and averaged over the initial and final spin states respectively, two for the electron (spin $1/2$) and two for the 3N nucleus (spin $1/2$).
The dynamics is contained in the leptonic current matrix elements
\begin{equation}
   l_\mu(p'_e, p_e) = \langle p'_e | l_\mu | p_e \rangle = \bar{u}(p'_e)\gamma_\mu u(p_e)
\end{equation}
and the hadron current matrix elements
\begin{equation}
   J^\mu_{3N}(p'_{3N}, q; p_{3N}, k) = \langle p'_{3N}q | J^\mu_{3N} | p_{3N}k \rangle.
\end{equation}
We adopt the covariant normalization $\langle p_1 | p_2 \rangle = 2E(2\pi)^3\delta^{(3)}(\vec{p}_1 - \vec{p}_2)$ which e.g. means for the electron spinors $\bar{u}u = 2m_e$ and $u^\dagger u = 2E_e$. Introducing Mandelstam variables, defined as
\begin{equation}
   s = (k^\mu + p_{3N}^\mu)^2, \quad t = (k^\mu - q^\mu)^2, \quad u = (k^\mu - p_{3N}^\mu)^2,
\end{equation}
we get by direct calculation
\begin{equation}
   s + t + u = 2m_{3N}^2 + k_\mu^2 + M_\pi^2.
\end{equation}
Therefore, only two of these variables are independent. Because of 4-momentum conservation
\begin{equation}
   k^\mu + p_{3N}^\mu = p_{3N}^\mu + q^\mu,
\end{equation}
only three of the particle momenta can be considered as independent. We can choose $k, p_{3N}$ and $q$. In the center-of-mass frame (cms) the number of 3-vectors is reduced further, because $\vec{k} + \vec{p}_{3N} = \vec{p}_{3N} + \vec{q} = 0$.
Note that one factor of $4\pi\alpha$ is dropped here as compared to Amaldi et al. [55] because the second photon vertex is included in the hadron current element. For the sake of simplification, we follow the common practice to evaluate the electron kinematics in the laboratory frame, but express the cross section in the cms of the final state variables. The incident flux $F_e$ is then given as
\begin{equation}
   F_e V = \frac{|\vec{p}_e|}{E_e} \approx 1.
\end{equation}
We define the leptonic and the hadronic tensor respectively by writing
\begin{equation}
   L_{\mu\nu} = \frac{1}{2} \sum_{\text{spins}} \langle p_e | t^\dagger_\mu | p'_e \rangle \langle p'_e | l_\nu | p_e \rangle = 2(p'_{e\mu}p_{e\nu} + p_{e\mu}p'_{e\nu}) + g_{\mu\nu}k_\mu^2,
\end{equation}
\[ W^{\mu \nu} = \frac{m_{3N}}{4\pi W} \frac{1}{4\pi E_{3N}} \int \frac{d^3q}{2E_q} \frac{d^3p'_{3N}}{2E'_{3N}} (2\pi)^4 \delta^4 (k + p_{3N} - p'_{3N} - q) \]
\[ \cdot \frac{1}{2} \sum_{\text{spins}} \langle p_{3N} k | J^\mu_{3N} | p'_{3N} q \rangle \langle p'_{3N} q | J^\nu_{3N} | p_{3N} k \rangle \]
\[ = \int d^3p'_{3N} \int dq d\Omega_\pi \frac{m_{3N}}{4\pi W} \frac{1}{8(2\pi)^3 E_{3N} E'_{3N}} \delta^{(1)} (k_0 + E_{3N} - E'_{3N} - E_\pi) \]
\[ \cdot \frac{1}{2} \sum_{\text{spins}} \langle p_{3N} k | J^\mu_{3N} | p'_{3N} q \rangle \langle p'_{3N} q | J^\nu_{3N} | p_{3N} k \rangle \]
\[ = \int d^3p'_{3N} \int d\Omega_\pi \frac{m_{3N}}{4\pi W} \frac{1}{8(2\pi)^3 E_{3N} (E'_{3N} + E_\pi)} \]
\[ \cdot \frac{1}{2} \sum_{\text{spins}} \left( \langle \tilde{p}_{3N} \tilde{k} | J^\mu_{3N} | \tilde{p}'_{3N} \tilde{q} \rangle \langle \tilde{p}'_{3N} \tilde{q} | J^\nu_{3N} | \tilde{p}_{3N} \tilde{k} \rangle \right) \bigg|_{\tilde{k} + \tilde{p}_{3N} - \tilde{p}'_{3N} - \tilde{q} = 0}. \] (A.9)

For the transformation we used a well-known delta distribution formula (with \( q_i = |\tilde{q}_i| \) the roots of function \( f(\tilde{q}) \))
\[ \delta^{(1)} (f(q)) = \sum_i \delta^{(1)} (q - q_i) \left| \frac{df}{dq} \right|_{q = q_i}^{-1} \] (A.10)
in order to evaluate in the hadronic tensor the term of the form
\[ \int_0^\infty dq g(q) \delta^{(1)} (k_0 + E_{3N} - E'_{3N} - E_\pi) \]
\[ = \int_0^\infty dq g(q) \delta^{(1)} (q - q_r) \left| \frac{d}{dq} \left( k_0 + E_{3N} - \sqrt{q^2 + m_{3N}^2} - \sqrt{q'^2 + m_{3N}^2} \right) \right|_{q = q_r}^{-1} \]
\[ = \int_0^\infty dq g(q) \delta^{(1)} (q - q_r) \left[ \frac{q}{E_{3N}} - \frac{q}{E_\pi} \right]_{q = q_r}^{-1} \]
\[ = \int_0^\infty dq g(q) \delta^{(1)} (q - q_r) \left[ \frac{E_{3N} E_\pi}{q_r (E'_{3N} + E_\pi)} \right] = g(q_r) \left[ \frac{E_{3N} E_\pi}{q_r (E'_{3N} + E_\pi)} \right]. \] (A.11)

The twice-differential cross section then reads
\[ \frac{d^2 \sigma_{\text{el}}}{dE_e' d\Omega_e'} = \frac{\alpha}{(-k_\mu k^\mu)^2} \frac{E_e'}{E_e} \frac{W}{m_{3N}} q L_{\mu \nu} W^{\mu \nu}, \] (A.12)
where we used
\[ \frac{d^3p'_e}{E'_e} = |\tilde{p}'_e| dE'_e d\Omega'_e \approx E'_e dE'_e d\Omega'_e. \] (A.13)
A.2 Coordinate System

To choose the Cartesian coordinate system, we put the virtual photon four-momentum to be

\[ k^\mu = (k_0, 0, 0, k = k_z = |\vec{k}|), \quad (A.14) \]

i.e. the three-vector points in z-direction. The x-axis (y-axis) is parallel (perpendicular) to the \((e,e')\) scattering plane spanned by \(\vec{p}_e, \vec{p}_e'\). This uniquely defines the three axes.

A.3 Ward Identities

Gauge invariance

\[ k_\mu J^\mu_{3N} = 0 \Rightarrow J^0_{3N} = \vec{k} \cdot \vec{J}_{3N}/k_0 = J_{3N} z/k_0, \]
\[ k_\mu l^\mu = 0 \Rightarrow l^0 = \vec{k} \cdot \vec{l}/k_0 = l_z k/k_0. \quad (A.15) \]

implies the identities:

\[ L^{00} = (k/k_0)^2 L_{zz}, \quad L^{0i} = (k/k_0) L_{zi}, \quad (A.16) \]
\[ W^{00} = (k/k_0)^2 W_{zz}, \quad W^{0i} = (k/k_0) W_{zi}. \quad (A.17) \]

A.4 Implications for the Leptonic Tensor

We then obtain

\[
L_{\mu \nu} W^{\mu \nu} = L^{xx} W^{xx} + L^{yy} W^{yy} - \frac{k_\mu k_\nu}{k_0^2} (L^{xx} W^{xx} + L^{zz} W^{zz}) + \frac{(k_\mu k_\nu)^2}{k_0^4} L^{zz} W^{zz} \\
+ L^{xy} W^{xy} + L^{yx} W^{yx} - \frac{k_\mu k_\nu}{k_0^2} (L^{yz} W^{yz} + L_{zz} W^{xy}). \quad (A.18)
\]

According to kinematics, we can express the electron momenta by the electron scattering angle \((\cos \theta_e = \hat{\vec{p}}_e' \cdot \hat{\vec{p}}_e)\) and their absolute values:

\[ p_x^e = p_y^e = \frac{|\vec{p}_e'| |\vec{p}_e|}{|\vec{k}|} \sin \theta_e, \quad p_0^e = p_y^e = 0, \quad (A.19) \]
\[ p_z^e = |\vec{p}_e'| (|\vec{p}_e| - |\vec{p}_e'| \cos \theta_e), \quad p_z^e = \frac{|\vec{p}_e'|}{|\vec{k}|} (|\vec{p}_e| \cos \theta_e - |\vec{p}_e'|). \quad (A.20) \]

We introduce the photon polarization \(\epsilon \in [0, 1]\), a measure of the transversal linear polarization, which does not change under boosts parallel to the z-axis via

\[
\epsilon = \left[ 1 + \frac{2|\vec{k}|^2}{-k_\mu k_\nu} \tan^2 \frac{\theta_e}{2} \right]^{-1}, \quad (A.21)
\]
The leptonic tensor then reads
\[
L^{xx} = -k_\mu k^\mu \frac{1 + \epsilon}{1 - \epsilon}, \quad L^{yy} = -k_\mu k^\mu \frac{(-k_\mu k^\mu)^2}{k_0^4} L^{zz} = -k_\mu k^\mu \frac{2\epsilon}{1 - \epsilon},
\]
(A.22)
\[
L^{xy} = L^{yx} = 0, \quad L^{yz} = L^{zy} = 0, \quad -k_\mu k^\mu k_0^2 L^{zx} = -k_\mu k^\mu \sqrt{-k_\mu k^\mu k_0^2} \frac{2\epsilon(1 + \epsilon)}{1 - \epsilon}.
\]
(A.23)

We combine equations (A.22), (A.23) and (A.12) to
\[
\frac{d^2\sigma_{el}}{dE_e' d\Omega'_e} = 2 \alpha E_e' W \frac{1}{-k_\mu k^\mu E_3^3N^3} q \frac{1}{1 - \epsilon} \left\{ \frac{W^{xx} + W^{yy}}{2} + \epsilon \frac{W^{xx} - W^{yy}}{2} + \epsilon \frac{-k_\mu k^\mu}{k_0^2} W^{zz} - \sqrt{2\epsilon(1 + \epsilon)} \frac{-k_\mu k^\mu}{k_0^2} W^{zx} + W^{zx}}{2} \right\}.
\]
(A.24)

A.5 Implications for the Hadronic Tensor

We can simplify the cross section by introducing the most general form of the hadronic tensor for threshold production. It has to:

- be covariant and symmetric,
- be independent of \( q \) (at threshold),
- depend on \( p_{3N} \) and \( k \) only,
- be gauge invariant (i.e. \( k_\mu W^{\mu\nu} = 0, W^{\mu\nu} k_\nu = 0 \)),
- respect parity (this excludes \( \epsilon_{\alpha\beta\gamma\delta} \)) and
- be a scalar in spinor space (the spins are already summed). This excludes \( \gamma^\mu \).

The hadronic tensor is by these requirements forced to the form
\[
W^{\mu\nu} = W_1 \left( -g_{\mu\nu} + \frac{k_\mu k_\nu}{k_0^2 k^\mu} \right) + W_2 \frac{1}{m_{3N}} \left( p^\mu_{3N} - \frac{p_{3N} k_\mu}{k_0 k^\mu} k_\nu \right) \left( p^\nu_{3N} - \frac{p_{3N} k^\mu}{k_0 k^\mu} k_\nu \right),
\]
(A.25)
with the structure functions \( W_1 \) and \( W_2 \) depending on Lorentz-scalars only. In (A.24), we encounter
\[
\frac{W^{xx} + W^{yy}}{2} = W_1,
\]
(A.26)
\[
\frac{W^{xx} - W^{yy}}{2} = 0,
\]
(A.27)
\[ W^{zz} = W_1 \left( 1 + \frac{|\vec{k}|^2}{k_\mu k^\mu} \right) + W_2 \frac{1}{m_{3N}^2} \left( |\vec{p}_{3N}| - \frac{p_{3N,\mu}k^\mu}{k_\mu k^\mu} |\vec{k}| \right) \left( |\vec{p}_{3N}| - \frac{p_{3N,\mu}k^\mu}{k_\mu k^\mu} |\vec{k}| \right), \quad (A.28) \]

\[ \frac{W^{xx} + W^{zz}}{2} = 0, \quad (A.29) \]

where \( \vec{p}_{3N} = (0, 0, |\vec{p}_{3N}|) \) in the CMS which gives the simpler form for the cross section

\[ \frac{d^2\sigma_{el}}{dE'd\Omega'} = \frac{2\alpha E'_e W}{-k_\mu k^\mu E'_e m_{3N}} \left( 1 - \epsilon \right) \left\{ \frac{W^{xx} + W^{yy}}{2} + \epsilon \frac{k_\mu k^\mu}{k_0^2} W^{zz} \right\}. \quad (A.30) \]

### A.6 Connection between Electro and Photo Production

This form is particularly useful, because it can be compared to the cross section of photoproduction as following. The total cross section for photoproduction of pions on the 3N nucleus in the above context with the same invariant mass \( W^2 = (p_{3N,\mu} + k_\mu)^2 \) reads

\[ \sigma_{ph}^{\text{tot}} = \frac{1}{2E_\gamma} \frac{d\sigma_{ph}^\mu}{dE'_e} \int \frac{d^3q}{2E_\pi(2\pi)^3} \frac{d^3p_{3N}'}{2E_{3N}'(2\pi)^3} \left( 2\pi \right)^4 \delta^4(k + p_{3N} - p_{3N}' - q) \times \frac{1}{2} \sum_{\lambda=\pm1} \epsilon_\lambda^\mu \epsilon_{\lambda\nu} W^{\mu\nu} \quad (A.31) \]

where we used definition (A.9) for the hadronic tensor \( W^{\mu\nu} \) and the photon equivalent energy \( E_\gamma (E_{cm}) \) in laboratory frame (center of mass frame) which can be calculated from

\[ W^2 = (p_{3N,\mu} + k_\mu)^2 = p_{3N,\mu}^2 + 2p_{3N,\mu}k^\mu + k^2_\mu = m_{3N}^2 + 2p_{3N}^0 k_0 - 2\vec{p}_{3N} \cdot \vec{k}, \quad (A.32) \]

using the definition for laboratory frame \( \vec{p}_{3N} = 0 \) or center-of-mass frame \( \vec{p}_{3N} + \vec{k} = 0 \) to achieve

\[ k_0^\mu = E_\gamma = \frac{W^2 - m_{3N}^2}{2m_{3N}}, \quad \text{resp.} \quad k_0^\mu = E_{cm} = \frac{W^2 - m_{3N}^2}{2W} \Rightarrow \frac{W}{m_{3N}} = \frac{E_\gamma}{E_{cm}} \quad (A.33) \]

The photon polarization vector \( \epsilon_\lambda^\mu \) for helicity \( \lambda = +, -, 0 \) defined as

\[ \epsilon_\pm^\mu = (0, \mp \frac{1}{\sqrt{2}} \{ \hat{e}_x \pm i \hat{e}_y \}), \quad \epsilon^0_\mu = \left( \frac{|\vec{k}|}{\sqrt{-k_\mu k^\mu}}, \frac{k_0}{\sqrt{-k_\mu k^\mu}} \hat{e}_z \right) \quad (A.34) \]
A.7. COULOMB GAUGE

Figure A.1: Electroproduction can be decomposed into scattering of an electron with initial momentum \( \vec{p}_e \) and final momentum \( \vec{p}_e' \) under emission of a virtual photon (to the left) and photo-production by a virtual photon with momentum \( \vec{k} = \vec{p}_e - \vec{p}_e' \) (to the right). The leptonic vertex is described by QED and the nuclear vertex by ChPT.

with the properties

\[
k_\mu \epsilon_\lambda^\mu = 0, \quad \epsilon_{\lambda,\mu} \epsilon_\lambda^\mu = \delta_{\lambda,\lambda'}
\]

(A.35)

can be contracted with the hadronic tensor to give contributions as in (A.30):

\[
\frac{1}{2} \sum_{\lambda=\pm 1} \epsilon^*_\lambda \epsilon_{\lambda,\nu} W^{\mu \nu} = \frac{W^{xx} + W^{yy}}{2}
\]

(A.36)

\[
\epsilon^*_{0,\mu} \epsilon_{0,\nu} W^{\mu \nu} = \frac{-k_\mu k_\nu}{k_0^2} W^{zz}.
\]

(A.37)

We then can rewrite (A.30) as

\[
\frac{d^2 \sigma_{\text{el}}}{dE'_e d\Omega'_e} = \frac{\alpha E_\gamma E'_e}{-k_\mu k_\mu 2\pi^2 E_1} \frac{1}{E_1 - \epsilon}
\]

\[
= \Gamma \text{ virtual photon flux}
\]

\[
\begin{array}{c}
4\pi^2 q \frac{1}{E_1} \sum_{\lambda=\pm 1} \epsilon^*_\lambda \epsilon_{\lambda,\nu} W^{\mu \nu} = (\epsilon^*_{\lambda,\mu} - \frac{\epsilon^*_{0,\mu} k_\mu}{k_0^2} \frac{1}{\sqrt{2}} \{ \hat{e}_x \pm \hat{e}_y \}) (\epsilon_{\lambda,\nu} - \frac{\epsilon_{0,\nu} k_\nu}{k_0^2} \frac{1}{\sqrt{2}} \{ \hat{e}_x \pm \hat{e}_y \}) W^{\mu \nu} = \epsilon^*_{\lambda,\mu} \epsilon_{\lambda,\nu} W^{\mu \nu}.
\end{array}
\]

(A.38)

In this way, electroproduction can be described as photo-production mediated by a virtual photon (which has an additional longitudinal degree of freedom). The cross section can be written as the sum of transversal and longitudinal part times the virtual photon flux \( \Gamma \).

A.7 Coulomb Gauge

It makes sense to switch to Coulomb gauge, i.e. \( \epsilon^\mu_\lambda \to a^\mu_\lambda \) with \( a^0_\lambda = 0 \) by the transformation

\[
a^\mu_\lambda := \epsilon^\mu_\lambda - \frac{\epsilon^0_\lambda}{k_0} k^\mu \Rightarrow a^\mu_\pm = \epsilon^\mu_\pm = (0, \mp \frac{1}{\sqrt{2}} \{ \hat{e}_x \pm \hat{e}_y \}), \quad a^\mu_0 = (0, 0, 0, -\sqrt{-k_\mu k^\mu}/k_0).
\]

(A.39)

The cross section does not change by the transformation due to gauge invariance \( k_\mu W^{\mu \nu} = 0 = W^{\mu \nu} k_\nu \):

\[
a^*_\lambda,\mu a_{\lambda,\nu} W^{\mu \nu} = (\epsilon^*_{\lambda,\mu} - \frac{\epsilon^*_{0,\mu} k_\mu}{k_0}) (\epsilon_{\lambda,\nu} - \frac{\epsilon_{0,\nu} k_\nu}{k_0}) W^{\mu \nu} = \epsilon^*_{\lambda,\mu} \epsilon_{\lambda,\nu} W^{\mu \nu}.
\]

(A.40)
A.8 Implications for the Threshold Amplitude

If the invariant amplitude does not depend on \( \vec{q} \) (e.g. at threshold) and on \( \vec{p}_3N \) (as in the static heavy baryon limit with \( v^\mu = (1, 0, 0, 0) \)) we can perform the integration for the transversal part according to

\[
\sigma_{\text{ph}}^T = \frac{1}{2E_\gamma 2E_{3N}} \int \frac{d^3q}{2E_\pi(2\pi)^3} \frac{d^3p_3^{'N}}{2E_{3N}(2\pi)^3} (2\pi)^4 \delta(4)(k + p_{3N} - p_3^{'N} - q) \cdot |\mathcal{M}_{\text{ph}}|^2
\]

\[
= \frac{q}{E_{3N}^c} (8\pi)^2 E_{3N}(E_3^N + E_\pi) W \int d\Omega_\pi |\mathcal{M}_{\text{ph}}|^2
\]

\[
= \frac{q}{E_{3N}^c} (8\pi)^2 E_{3N}(E_3^N + E_\pi) W
\]

\[
\times \int d\Omega_\pi \cdot \frac{1}{2} \sum_{\lambda = \pm 1} \frac{1}{2} \sum_{\text{spins}} \left( \langle \vec{p}_{3N} | \epsilon^*_\lambda \mu J_{3N}^\mu | \vec{p}_3^{'N} \vec{q} \rangle \langle \vec{p}_3^{'N} \vec{q} | \epsilon_{\lambda \nu} J_{3N}^\nu | \vec{p}_{3N} \vec{k} \rangle \right) \big|_{\vec{k} + \vec{p}_{3N} - \vec{p}_3^{'N} - \vec{q} = 0}
\]

\[
= \frac{q}{E_{3N}^c} \frac{1}{2} \sum_{\lambda = \pm 1} \frac{1}{2} \sum_{\text{spins}} \int d\Omega_\pi \mathcal{M}^\dagger_{\lambda} \mathcal{M}_{\lambda}
\]

and analogously for the longitudinal part

\[
\sigma_{\text{ph}}^L = \frac{q}{E_{3N}^c} \frac{1}{2} \sum_{\text{spins}} \int d\Omega_\pi \mathcal{M}^\dagger_{0} \mathcal{M}_{0},
\]

where we define the amplitude

\[
\mathcal{M}_{\lambda} := \sqrt{\frac{m_{3N}}{(8\pi)^2 E_{3N}(E_3^N + E_\pi) W}} \langle \vec{p}_3^{'N} \vec{q} | \epsilon_{\lambda \mu} J_{3N}^\mu | \vec{p}_{3N} \vec{k} \rangle \big|_{\vec{k} + \vec{p}_{3N} - \vec{p}_3^{'N} - \vec{q} = 0}.
\]

Expressions (A.41), (A.42) and (A.43) reduce at threshold, i.e.

\[
W = m_{3N} + M_\pi, \ E_{3N} = E_3^N \approx m_{3N}, \ \int d\Omega_\pi = 4\pi,
\]

to the simple expressions

\[
\sigma_{\text{ph}}^T = \frac{4\pi q}{E_{3N}^c} \frac{1}{2} \sum_{\lambda = \pm 1} \frac{1}{2} \sum_{\text{spins}} \mathcal{M}^\dagger_{\lambda} \mathcal{M}_{\lambda},
\]

\[
\sigma_{\text{ph}}^L = \frac{4\pi q}{E_{3N}^c} \frac{1}{2} \sum_{\text{spins}} \mathcal{M}^\dagger_{0} \mathcal{M}_{0},
\]

\[
\mathcal{M}^\text{threshold}_{\lambda} = \frac{1}{877(m_{3N} + M_\pi)} \langle \vec{p}_3^{'N} \vec{q} | \epsilon_{\lambda \mu} J_{3N}^\mu | \vec{p}_{3N} \vec{k} \rangle \big|_{\vec{k} + \vec{p}_{3N} - \vec{p}_3^{'N} - \vec{q} = 0}.
\]

Comparing (A.31) and (A.45), (A.46) one finds

\[
\pi \epsilon^*_\lambda \mu \epsilon_{\lambda \nu} W^{\mu \nu} = \frac{1}{2} \sum_{\text{spins}} \mathcal{M}^\dagger_{\lambda} \mathcal{M}_{\lambda}
\]
for \( \lambda = \pm 1 \) resp. \( \lambda = 0 \).

Along this section the trinucleus’ \((J = 1/2)\) magnetic spin quantum numbers in initial \((M_J)\) and final state \((M_J')\) were suppressed. The meaning of the spin sum is

\[
\frac{1}{2} \sum_{\text{spins}} \mathcal{M}_\lambda^\dagger \cdot \mathcal{M}_\lambda = \frac{1}{2} \sum_{M_J, M_J'} \langle M_J'|\mathcal{M}_\lambda|M_J \rangle \langle M_J'|\mathcal{M}_\lambda|M_J \rangle \\
= \frac{1}{2} \sum_{M_J, M_J'} \langle M_J|\mathcal{M}_\lambda^\dagger|M_J' \rangle \langle M_J'|\mathcal{M}_\lambda|M_J \rangle \\
= \frac{1}{2} \sum_{M_J} \langle M_J|\mathcal{M}_\lambda^\dagger\mathcal{M}_\lambda|M_J \rangle = \frac{1}{2} \text{Tr} \mathcal{M}_\lambda^\dagger \mathcal{M}_\lambda. \quad (A.49)
\]

The final result for neutral pion electroproduction off a spin-1/2 nucleus \( \psi \) at threshold with amplitude (4.3) reads

\[
\frac{d^2\sigma_{el}}{dE'_e dQ'_e} = \Gamma \left[ \frac{4\pi q}{E^\gamma_{cm}} \left( |E^\pi_0\psi|^2 \right) + \epsilon \frac{4\pi q}{E^\gamma_{cm}} \left( |L^\pi_0\psi|^2 \right) - \frac{k_\mu k^\mu}{k^2_0} \right] \\
= \frac{4\pi q}{E^\gamma_{cm}} \Gamma \left[ \left( |E^\pi_0\psi|^2 + \epsilon_L |L^\pi_0\psi|^2 \right) \right]. \quad (A.50)
\]

with the longitudinal polarization parameter

\[
\epsilon_L = \frac{-k_\mu k^\mu}{k^2_0} \epsilon. \quad (A.51)
\]
Appendix B

Conventions and useful Formulae

B.1 Conventions

- The Pauli matrices are given by

\[
\sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\]

(B.1)

They obey the equation \( \sigma_i \sigma_j = \delta_{ij} 1 + i \epsilon_{ijk} \sigma_k \) and their quantization axis is chosen to be in z-direction.

- The spin angular momentum operators are given by \( \vec{s} = \vec{\sigma}/2 \). They form an angular momentum algebra

\[
[s_i, s_j] = i \epsilon_{ijk} s_k.
\]

(B.2)

B.2 Phase-Space Factors

The \( S \)-matrix is defined in terms of the invariant matrix element \( \mathcal{M} \) as

\[
S_{fi} = -i(2\pi)^4 \delta^{(4)}(p_i - p_f) \left( \prod_{j=1}^{n} \frac{1}{\sqrt{(2\pi)^3 2E_j}} \right) \mathcal{M}
\]

(B.3)

with \( n \) the number of external particles. For the process \( e(p_e)N(p_1)N(p_2) \to e(p_e')N(p_1')N(p_2')\pi(q) \) the \( S \)-matrix then reads

\[
S_{fi} = -i(2\pi)^4 \delta^{(4)}(p_i - p_f) \left( \frac{\mathcal{M}_{NN}}{\sqrt{(2\pi)^3 2E_e 2E_1 2E_2 2E'_e 2E'_1 2E'_2 2E_\pi}} \right)
\]

(B.4)
whereas for \( e(p_e)d(p_d) \rightarrow e(p'_e)d(p'_d)\pi(q) \) it takes the form
\[
S_{fi} = -i(2\pi)^4 \delta^{(4)}(p_i - p_f) \left( \frac{\mathcal{M}_d}{\sqrt{(2\pi)^{15}2E_e2E_d2E'_e2E'_d2E_\pi}} \right). \tag{B.5}
\]

Therefore, via comparison,
\[
\mathcal{M}_d = \frac{1}{(2\pi)^3} \sqrt{\frac{E_dE'_d}{4E_1E_2E'_1E'_2}} \mathcal{M}_{NNN}, \tag{B.6}
\]
which reduces near threshold
\[
E_d = E'_d \approx m_d, \quad E_1 = E_2 = E'_1 = E'_2 \approx m_N \tag{B.7}
\]
to
\[
\mathcal{M}_d = \frac{1}{(2\pi)^3} \frac{m_d}{2(m_N)^2} \mathcal{M}_{NNN} = \frac{1}{2m_N(2\pi)^3} \frac{2m_d}{2m_N} \mathcal{M}_{NNN}. \tag{B.8}
\]

For heavier nuclei with \( A \) nucleons, the phase space converges in analogy to (B.6) according to
\[
\mathcal{M}_A = \frac{1}{(2(2\pi)^3)^{(A-1)}} \sqrt{\frac{E_AE'_A}{\prod_{j=1}^{A} (E_jE'_j)}} \mathcal{M}_{NNN...N} \tag{B.9}
\]
and at threshold
\[
\mathcal{M}_A = \frac{1}{(2m_N(2\pi)^3)^{(A-1)}} \frac{2m_A}{2m_N} \mathcal{M}_{NNN...N}. \tag{B.10}
\]

In the 3N-case, i.e. \( A = 3 \), we have
\[
\mathcal{M}_{3N} = \frac{1}{4(2\pi)^6} \frac{m_{3N}}{(m_N)^3} \mathcal{M}_{NNNN} = \frac{1}{(2m_N(2\pi)^3)^2} \frac{2m_{3N}}{2m_N} \mathcal{M}_{NNNN}. \tag{B.11}
\]

### B.3 From HBChPT to the CGLN-amplitudes

To meet the conventions in the literature, we need to choose a certain normalization. The pion production transition operator for a 3N-process is gained from HBChPT:
\[
iT_{NNN} = \left\langle \vec{p}'_{12}\vec{p}'_3\vec{P}'_{3N}\alpha'\vec{q}_\pi \left| \hat{O}_{NNN} \right| \vec{p}\vec{p}_3\vec{P}_{3N}\alpha\vec{k}_\gamma \right\rangle. \tag{B.12}
\]

The phase space has to be corrected according to equation B.11. To account for the bound 3N-nucleus in initial and final state the relative Jacobi momenta are integrated out using nuclear wave functions according to
\[
iT_{3N} = \frac{1}{(2m_N(2\pi)^3)^2} \frac{2m_{3N}}{2m_N} \left\langle iT_{NNN} \right| _\psi. \tag{B.13}
\]
This transition operator has to be multiplied by a factor
\[
\frac{1}{8\pi(m_3N + M_\pi)}
\]
evolving from the final state integration (inclusive process). The amplitude then is defined by
\[
\mathcal{M}^{3N}_\lambda := \frac{1}{8\pi(m_3N + M_\pi)} T_{3N} = \frac{m_3N}{4\pi(m_3N + M_\pi)(2m_N(2\pi)^3)^22m_N} \langle T_{NNN} \rangle_\psi.
\] (B.15)

### B.3.1 Normalization of 1N Contributions

1N contributions to a process arise from interactions involving only one nucleon. The interacting nucleon can either be nucleon 1, 2 or 3. Consequently, we have
\[
T^{NNN}_i = T^{NNN}_i + T^{NNN}_2 + T^{NNN}_3
\] (B.16)

with
\[
T^{NNN}_i = T^N_i \prod_{j=1 \atop j \neq i}^3 2m_j(2\pi)^3 \mathbf{1}_{\tau_j} \mathbf{1}_{\sigma_j} \delta^{(3)}(\vec{k}_j - \vec{k}'_j) = (2m_N(2\pi)^3)^2T^N_i \prod_{j=1 \atop j \neq i}^3 \mathbf{1}_{\tau_j} \mathbf{1}_{\sigma_j} \delta^{(3)}(\vec{k}_j - \vec{k}'_j).
\] (B.17)

The additional factor accounts for the covariant normalization. In the integral, the nucleon lines may be interchanged. We choose nucleon 1 to be involved in the process
\[
\langle T^{NNN}_i \rangle_\psi = \langle T^{NNN}_1 + T^{NNN}_2 + T^{NNN}_3 \rangle_\psi = \frac{3}{\binom{3}{1}} \langle T^{NNN}_1 \rangle_\psi.
\] (B.18)

Expressing equation B.13
\[
iT_{3N} = \frac{1}{(2m_N(2\pi)^3)^2} \frac{2m_3N}{2m_N} \langle iT_{NNN} \rangle_\psi
\] (B.19)

via the amplitudes defined in equation B.15, we have
\[
8\pi(m_3N + M_\pi)\mathcal{M}^{3N}_\lambda = T_{3N} = \frac{1}{(2m_N(2\pi)^3)^2} \frac{2m_3N}{2m_N} \langle T_{NNN} \rangle_\psi = \frac{1}{(2m_N(2\pi)^3)^2} \frac{2m_3N}{2m_N} \langle 3T^N_1 \prod_{j=2}^3 \mathbf{1}_{\tau_j} \mathbf{1}_{\sigma_j} \delta^{(3)}(\vec{k}_j - \vec{k}'_j) \rangle_\psi = \frac{m_3N}{m_N} \left\langle 8\pi(m_N + M_\pi)3\mathcal{M}_1 \prod_{j=2}^3 \mathbf{1}_{\tau_j} \mathbf{1}_{\sigma_j} \delta^{(3)}(\vec{k}_j - \vec{k}'_j) \right\rangle_\psi.
\] (B.20)
Therefore, the 1N contribution is
\[
\mathcal{M}_{\lambda}^{3N} = \frac{m_N + M_\pi}{m_{3N} + M_\pi} \frac{m_{3N}}{m_{3N}} \left( 3M_1 \mathbf{1}_{\tau_2} \mathbf{1}_{\sigma_3} \delta(3) \left( \tilde{p}_{12} - \left( \tilde{p}_{12} + \frac{\tilde{k}_2}{2} \right) \right) \right) \mathbf{1}_{\tau_3} \mathbf{1}_{\sigma_3} \delta(3) \left( \left( \tilde{p}_3 - \frac{\tilde{k}_3}{3} \right) - \tilde{p}_3' \right) \right) \psi, \tag{B.21}
\]
where \( \tilde{k}_2 - \tilde{k}_2' = \tilde{p}_{12} - \left( \tilde{p}_{12} + \frac{\tilde{k}_2}{2} \right) \) and \( \tilde{k}_3 - \tilde{k}_3' = \left( \tilde{p}_3 - \frac{\tilde{k}_3}{3} \right) - \tilde{p}_3' \) were expressed by Jacobi-coordinates.

### B.3.2 Normalization of 2N Contributions

2N contributions to a process arise from interactions involving two nucleons. The interacting nucleons can either be nucleons (12), (23) or (13). We can name the contributions after the missing nucleon, i.e. we write 3 for contributions involving (12). Consequently, we have
\[
T_{2N}^{NNN} = T_{12}^{NNN} + T_{23}^{NNN} + T_{13}^{NNN} = T_3^{NNN} + T_1^{NNN} + T_2^{NNN} \tag{B.22}
\]
with
\[
T_i^{NNN} = T_i^{NNN} 2m_i (2\pi)^3 \mathbf{1}_{\tau_i} \mathbf{1}_{\sigma_i} \delta(3) (\tilde{k}_i - \tilde{k}_i') = 2m_N (2\pi)^3 T_i^{NNN} \mathbf{1}_{\tau_i} \mathbf{1}_{\sigma_i} \delta(3) (\tilde{k}_i - \tilde{k}_i'). \tag{B.23}
\]
The additional factor accounts for the covariant normalization. In the integral, the nucleon lines may be interchanged. We choose nucleons (12) to be involved in the process
\[
\left< T_{2N}^{NNN} \right> \psi = \left< T_3^{NNN} + T_1^{NNN} + T_2^{NNN} \right> \psi = \frac{3}{\binom{3}{1}} \left< T_3^{NNN} \right> \psi. \tag{B.24}
\]
Expressing equation B.13
\[
iT_{3N} = \frac{1}{(2m_N(2\pi)^3)^2} \frac{2m_{3N}}{2m_N} \left< iT_{NNN} \right> \psi \tag{B.25}
\]
via the amplitudes defined in equation B.15, we have
\[
8\pi (m_{3N} + M_\pi) \mathcal{M}_{\lambda}^{N} = T_{3N} = \frac{1}{(2m_N(2\pi)^3)^2} \frac{2m_{3N}}{2m_N} \left< T_{NNN} \right> \psi = \frac{1}{(2m_N(2\pi)^3)^2} \frac{2m_{3N}}{2m_N} \left< 3T_3^{NNN} \mathbf{1}_{\tau_3} \mathbf{1}_{\sigma_3} \delta(3) (\tilde{k}_3 - \tilde{k}_3') \right> \psi = \frac{1}{(2m_N(2\pi)^3)^2} \frac{2m_{3N}}{2m_N} \left< 3T_1^{NNN} \mathbf{1}_{\tau_3} \mathbf{1}_{\sigma_3} \delta(3) (\tilde{k}_3 - \tilde{k}_3') \right> \psi. \tag{B.26}
\]
Therefore, the 2N contribution is
\[
\mathcal{M}_{\lambda}^{3N} = \frac{1}{8\pi (m_{3N} + M_\pi)} \frac{m_{3N}}{m_N} \frac{1}{m_N} \left< 3T_{12}^{NNN} \mathbf{1}_{\tau_3} \mathbf{1}_{\sigma_3} \delta(3) \left( \left( \tilde{p}_3 - \frac{\tilde{k}_3}{3} \right) - \tilde{p}_3' \right) \right> \psi, \tag{B.27}
\]
where \( \tilde{k}_3 - \tilde{k}_3' = \left( \tilde{p}_3 - \frac{\tilde{k}_3}{3} \right) - \tilde{p}_3' \) was expressed by Jacobi-coordinates.
B.4. Subleading Two-body Diagrams

B.4.1 Static Contributions

The static corrections to diagram a) shown in Fig. 5.2 are depicted in Fig. 5.3 and read

\[
iT_{12}^{NN,a1} = (1 - 2g_A^2)^2 \cdot \frac{em_N g_A}{F^3} \cdot \frac{\bar{a}_\lambda \cdot \bar{\sigma}_1 \cdot \bar{q}'}{q''^2 (\vec{r}_1 \cdot \vec{r}_2 - \vec{r}_1^\ast \vec{r}_2^\ast)} \times (q'' \cdot \vec{q}' + 2q'' \cdot \vec{p}_{12}) .
\]

(B.28)

\[
iT_{12}^{NN,a2} = \frac{em_N g_A}{F^3} \cdot \frac{\bar{a}_\lambda \cdot \bar{q}'}{q''^2} \cdot \frac{2F}{q''^2 + M^2_{\pi^+}} (\vec{r}_1 \cdot \vec{r}_2 - \vec{r}_1^\ast \vec{r}_2^\ast) .
\]

(B.29)

\[
iT_{12}^{NN,a3} = \frac{em_N g_A}{F^3} \cdot \frac{\bar{a}_\lambda \cdot \bar{q}'}{q''^2} \cdot \frac{2F}{q''^2 + M^2_{\pi^+}} (\vec{r}_1 \cdot \vec{r}_2 - \vec{r}_1^\ast \vec{r}_2^\ast) .
\]

(B.30)

\[
iT_{12}^{NN,a4} = g_A \frac{em_N g_A}{F^3} \cdot \frac{\bar{a}_\lambda \cdot \bar{q}'}{q''^2} \cdot \frac{2F}{q''^2 + M^2_{\pi^+}} (\vec{r}_1 \cdot \vec{r}_2 - \vec{r}_1^\ast \vec{r}_2^\ast) .
\]

(B.31)

The static corrections to diagram b) shown in Fig. 5.2 are depicted in Fig. 5.3 and read

\[
iT_{12}^{NN,b1} = - (1 - 2g_A^2)^2 \cdot \frac{em_N g_A}{F^3} \cdot \frac{\bar{a}_\lambda \cdot \bar{q}'}{q''^2} \cdot \frac{2F}{q''^2 + M^2_{\pi^+}} (\vec{r}_1 \cdot \vec{r}_2 - \vec{r}_1^\ast \vec{r}_2^\ast) \times (q'' \cdot \vec{q}' + 2q'' \cdot \vec{p}_{12}) .
\]

(B.32)

B.4.2 Recoil Corrections

We use the following abbreviation: \( \omega' = \sqrt{q''^2 + M^2_{\pi^+}} \) and \( \omega'' = \sqrt{q''^2 + M^2_{\pi^+}} \).

The correction to diagram a) is depicted in Fig. 5.4 and reads

\[
iT_{12}^{NN,a1'} = \frac{em_N g_A}{8F^3} \cdot \frac{\bar{a}_\lambda \cdot \bar{q}'}{q''^2} \cdot \frac{2F}{q''^2} \cdot \frac{(\vec{r}_1 \cdot \vec{r}_2 - \vec{r}_1^\ast \vec{r}_2^\ast)}{\omega' \cdot \omega''} \cdot \frac{(\vec{r}_1 \cdot \vec{r}_2 - \vec{r}_1^\ast \vec{r}_2^\ast)}{(\vec{r}_1 \cdot \vec{r}_2 - \vec{r}_1^\ast \vec{r}_2^\ast)} .
\]

(B.33)
\[ i T_{12}^{NN,b_2'} = \frac{e m_N g_A}{16 F^3 \pi} \tilde{\sigma}_1 \cdot \bar{q}'' \tilde{a}_\lambda \cdot (\bar{q}'' + \bar{q}'') (\omega' - M_{n^o}) \left( \tau_1 \cdot \tau_2 - \tau_1^* \tau_2^* \right) \times \left( 2 \omega'' \left\{ \bar{q}' \cdot \bar{q}' + \bar{q}' \cdot \bar{p}'_{12} - 2 (\bar{q}' + \bar{p}'_{12}) \cdot \vec{k} + \vec{k}'2 \right\} + (\omega' + M_{n^o}) \left\{ -2 (\bar{q}' + \bar{p}'_{12}) \cdot \vec{k} + \vec{k}'2 \right\} \right) \]. \quad (B.35) \\

\[ i T_{12}^{NN,b_3'} = \frac{e m_N g_A}{16 F^3 \pi} \tilde{\sigma}_1 \cdot \bar{q}'' \tilde{a}_\lambda \cdot (\bar{q}'' + \bar{q}'') (\omega' - M_{n^o}) \left( \tau_1 \cdot \tau_2 - \tau_1^* \tau_2^* \right) \times \left( \omega'' \left\{ 2 (\bar{q}' + \bar{p}'_{12}) \cdot \vec{k} - \vec{k}'2 \right\} + 2 (\omega' + M_{n^o}) \left\{ \bar{q}' \cdot \bar{q}' + \bar{q}' \cdot \bar{p}'_{12} \right\} \right). \quad (B.36) \\

\[ i T_{12}^{NN,b_4'} = \frac{e m_N g_A}{16 F^3 \pi} \tilde{\sigma}_1 \cdot \bar{q}'' \tilde{a}_\lambda \cdot (\bar{q}'' + \bar{q}') (\omega' - M_{n^o}) \left( \tau_1 \cdot \tau_2 - \tau_1^* \tau_2^* \right) \times \left( 2 \omega'' \left\{ \bar{q}' \cdot \bar{q}' + \bar{q}' \cdot \bar{p}'_{12} - 2 (\bar{q}' + \bar{p}'_{12}) \cdot \vec{k} + \vec{k}'2 \right\} - (\omega' + M_{n^o}) \left\{ \bar{q}' \cdot \bar{q}' + \bar{q}' \cdot \bar{p}'_{12} \right\} \right). \quad (B.37) \\

\[ i T_{12}^{NN,b_5'} = \frac{e m_N g_A}{16 F^3 \pi} \tilde{\sigma}_1 \cdot \bar{q}'' \tilde{a}_\lambda \cdot (\bar{q}'' + \bar{q}') (\omega' - M_{n^o}) \left( \tau_1 \cdot \tau_2 - \tau_1^* \tau_2^* \right) \times \left( 2 \omega'' \left\{ \bar{q}' \cdot \bar{q}' + \bar{q}' \cdot \bar{p}'_{12} - 2 (\bar{q}' + \bar{p}'_{12}) \cdot \vec{k} + \vec{k}'2 \right\} + (\omega' + M_{n^o}) \left\{ -2 (\bar{q}' + \bar{p}'_{12}) \cdot \vec{k} + \vec{k}'2 \right\} \right). \quad (B.38) \\

\[ i T_{12}^{NN,b_6'} = \frac{e m_N g_A}{16 F^3 \pi} \tilde{\sigma}_1 \cdot \bar{q}'' \tilde{a}_\lambda \cdot (\bar{q}'' + \bar{q}') (\omega' - M_{n^o}) \left( \tau_1 \cdot \tau_2 - \tau_1^* \tau_2^* \right) \times \left( \omega'' + M_{n^o} \right) \left\{ 2 (\bar{q}' + \bar{p}'_{12}) \cdot \vec{k} - \vec{k}'2 \right\}. \quad (B.39) \]
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