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Summary

This thesis consists of four parts all of which deal with different aspects of Hodge classes on self-products of K3 surfaces.

In the first three parts we present three different strategies to tackle the Hodge conjecture for self-products of K3 surfaces. The first approach is of deformation theoretic nature. We prove that Grothendieck’s invariant cycle conjecture would imply the Hodge conjecture for self-products of K3 surfaces. The second part is devoted to the study of the Kuga–Satake variety associated with a K3 surface with real multiplication. Building on work of van Geemen, we calculate the endomorphism algebra of this Abelian variety. This is used to prove the Hodge conjecture for self-products of K3 surfaces which are double covers of $\mathbb{P}^2$ ramified along six lines. In the third part we show that the Hodge conjecture for $S \times S$ is equivalent to the Hodge conjecture for $\text{Hilb}^2(S)$. Motivated by this, we calculate some algebraic classes on $\text{Hilb}^2(S)$ and on deformations of $\text{Hilb}^2(S)$.

The fourth part includes two additional results related with Hodge classes on self-products of K3 surfaces. The first one concerns K3 surfaces with complex multiplication. We prove that if a K3 surface $S$ has complex multiplication by a CM field $E$ and if the dimension of the transcendental lattice of $S$ over $E$ is one, then $S$ is defined over an algebraic number field. This result was obtained previously by Piatetski-Shapiro and Shafarevich but our method is different. The second additional result says that the André motive $h(X)$ of a moduli space of sheaves $X$ on a K3 surface is an object of the smallest Tannakian subcategory of the category of André motives which contains $h^2(X)$. 
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Introduction

In 1941 in his book [Ho], Hodge formulated a question which since then has become one of the most prominent problems in pure mathematics, known as the Hodge conjecture. His study of the de Rham cohomology of a compact Kähler manifold $X$ had cumulated in the decomposition

$$H^k(X, \mathbb{C}) \cong \bigoplus_{p+q=k} H^{p,q}(X)$$

which is called the Hodge decomposition. Hodge asked up to which extent the geometry of $X$ is encoded in the cohomology ring $H^*(X, \mathbb{Q})$ together with the decomposition of $H^*(X, \mathbb{C}) = H^*(X, \mathbb{Q}) \otimes \mathbb{C}$. He observed that the fundamental class of an analytic subset of codimension $k$ of $X$ is contained in the space

$$B^k(X) := H^{2k}(X, \mathbb{Q}) \cap H^{k,k}(X).$$

This led him to

**Question 1 (Hodge Conjecture).** Assume that $X$ is projective. Is it true that the space $B^k(X)$ is generated by fundamental classes of codimension $k$ cycles in $X$?

(Hodge actually formulated his question using integral instead of rational coefficients. But work of Atiyah and Hirzebruch and later Kollár showed that this version was too ambitious.)

The answer to the question is known to be affirmative for $k = 0, 1, \dim X - 1, \dim X$. The case $k = 1$ has been proved by Lefschetz using Poincaré’s normal functions. This result is known as the Lefschetz theorem on $(1,1)$ classes. By the hard Lefschetz theorem, the theorem on $(1,1)$ classes implies that the Hodge conjecture is true for degree $k = \dim X - 1$. In particular, all smooth, projective varieties of dimension smaller than or equal to 3 satisfy the Hodge conjecture.

Apart from these general facts there are only a few special cases for which the Hodge conjecture has been verified. We list the most prominent of these examples.

- Conte and Murre [CM] showed that the Hodge conjecture is true for uniruled fourfolds. Applying similar ideas, Laterveer [La] was able to extend the result of [CM] to rationally connected fivefolds.
• Mattuck [Mat] showed that on a general Abelian variety all Hodge classes are products of divisor classes. In view of a result of Tate [Ta], the same assertion is true for Abelian varieties which are isogenous to a product of elliptic curves. Later Tankeev [Tr] succeeded to prove that on a simple Abelian variety of prime dimension, all Hodge classes are products of divisor classes. In particular by the Lefschetz theorem on (1,1) classes, all these Abelian varieties satisfy the Hodge conjecture by the Lefschetz theorem on (1,1) classes.

The first examples of Abelian varieties in dimension 4 which carry Hodge classes that are not products of divisor classes were found by Mumford. Later Weil formalized Mumford’s approach. He introduced a class of Abelian varieties all of which carry strictly more Hodge classes than products of divisor classes. Nowadays, these varieties are called Abelian varieties of Weil type, we will discuss them below in Section 2.2.4. Moonen and Zarhin [MZ] showed that in dimension less than or equal to five, an Abelian variety either is of Weil type or the only Hodge classes on the variety are products of divisor classes. For Abelian varieties of Weil type the Hodge conjecture remains completely open. Only in special cases it has been verified independently of each other by Schoen and van Geemen (cited as Theorem 2.2.4.1 below).

• Shioda [Shi] has checked the Hodge conjecture for Fermat varieties $Z(X_0^d + \ldots + X_n^d) \subset \mathbb{P}^n$ under certain conditions on the degree $d$ and $n$. The essential tool in his proof is the large symmetry group of these varieties.

• On the product of two surfaces $S_1 \times S_2$, by Poincaré duality, the space of Hodge classes of degree 4 may be identified with the space of $\mathbb{Q}$-linear homomorphisms$$H^4(S_1, \mathbb{Q}) \rightarrow H^4(S_2, \mathbb{Q})$$which respect the degree and the Hodge decomposition.

If $S_1$ and $S_2$ are rational surfaces, then $S_1 \times S_2$ is uniruled and thus, in view of [CM] as cited above, the Hodge conjecture is true for $S_1 \times S_2$.

Ramón-Marí [RM] proved that for surfaces $S_1, S_2$ with $p_g(S_i) = 1, q(S_i) = 2$ (e.g. $S_1, S_2$ Abelian surfaces) the Hodge conjecture is true for the product $S_1 \times S_2$ (in fact he verifies the Hodge conjecture for a product of $n$ such surfaces).

The next interesting class of surfaces of Kodaira dimension 0 are K3 surfaces. Since K3 surfaces are simply connected, their first and third singular cohomology groups are trivial. Consequently, interesting Hodge classes on a product $S_1 \times S_2$ of two K3 surfaces correspond to homomorphisms of Hodge structures$$\varphi : H^2(S_1, \mathbb{Q}) \rightarrow H^2(S_2, \mathbb{Q}).$$A very beautiful and deep result has been proved by Mukai ([Mu1], we quote the precise statement below in Section 1.1.4): Assume that the Picard
number of $S_1$ is greater than or equal to five. If $\varphi$ is an isometry with respect to the intersection product, then it is algebraic (i.e. a $\mathbb{Q}$-linear combination of fundamental classes of codimension 2 subvarieties of $S_1 \times S_2$).

Note that for an isometry $\varphi$ which induces an isomorphism of the integral cohomology groups, this result is a consequence of the global Torelli theorem for K3 surfaces. In general, Mukai’s result is more subtle and it is based upon the theory of moduli spaces of sheaves. In [Mn2], Mukai announced an extension of his result to K3 surfaces with arbitrary Picard number. But what happens in the case that $\varphi$ does not preserve the intersection product? Let us restrict ourselves to the special case $S_1 = S_2 = S$. Write $T(S) \subset H^2(S, \mathbb{Q})$ for the orthogonal complement of the rational Néron–Severi group $\text{NS}(S)$. Then an endomorphism $\varphi : H^2(S, \mathbb{Q}) \rightarrow H^2(S, \mathbb{Q})$ which preserves the Hodge decomposition, splits as a sum $\varphi = \varphi_t + \varphi_n$ where $\varphi_t : T(S) \rightarrow T(S)$ and $\varphi_n : \text{NS}(S) \rightarrow \text{NS}(S)$. By the Lefschetz theorem on $(1,1)$ classes, we may infer that $\varphi_n$ is algebraic. Therefore, the Hodge conjecture for $S \times S$ reduces to

**Question 2** (Hodge conjecture for self-products of K3 surfaces). Is it true that the space $\text{End}_{\text{Hdg}}(T(S))$ of endomorphisms of $T(S)$ which respect the Hodge decomposition is generated by algebraic classes?

In this thesis we present three different strategies to tackle this question. The departing point are the famous results of Zarhin which give a complete description of the algebra $E(S) := \text{End}_{\text{Hdg}}(T(S))$. In [Z] it is shown that $E(S)$ is an algebraic number field which can be either totally real (in this case we say that $S$ has real multiplication) or a CM field (we say that $S$ has complex multiplication). It was pointed out by Morrison [Mo] that Mukai’s results imply the Hodge conjecture for self-products of K3 surfaces with complex multiplication. Consequently, we will concentrate on K3 surfaces with real multiplication.

The first approach in this thesis is of deformation theoretic nature. First we consider projective deformations. Our main result here is

**Theorem 1.** Let $S$ be a K3 surface with real multiplication by a totally real number field $E = \text{End}_{\text{Hdg}}(T(S))$. Let $\varphi \in E$. Then there exist a smooth, projective morphism of smooth, quasi-projective, connected varieties $\pi : X \rightarrow B$, a base point $0 \in B$ with fiber $X_0 \simeq \pi^{-1}(0) = S$ and a dense subset $\Sigma \subset B$ with the following properties:

(i) $\varphi$ is monodromy-equivariant,
(ii) for each $s \in \Sigma$ the homomorphism $\varphi_s \in \text{End}_{\mathbb{Q}}(H^2(X_s, \mathbb{Q}))$, obtained by parallel transport of $\varphi$, is algebraic.

This result reduces the Hodge conjecture for $S \times S$ to Grothendieck’s invariant cycle conjecture. (This conjecture is recalled in Section 1.2.2.) Such
a reduction has been derived previously by Y. André [An1] (see also [De]). His arguments rely heavily on the Kuga–Satake correspondence, whereas we give a more direct approach.

It is known, again by results of André [An4], that for a given family of products of surfaces, Grothendieck’s invariant cycle conjecture follows from the standard conjecture $B$ for a smooth compactification of the total space of the family. (We recall in Section 4.2.2 the statement of the standard conjecture $B$). Therefore our result implies that, in order to prove the Hodge conjecture for self-products of K3 surfaces, it would suffice to prove the Lefschetz standard conjecture for total spaces of pencils of self-products of K3 surfaces. However, this seems to be a hard problem.

There is another distinguished class of deformations of a K3 surface $S$, the twistor lines. Each Kähler class on $S$ can be represented by the Kähler form of a Hyperkähler metric which gives rise to a two-sphere of complex structures on the differentiable fourfold underlying $S$. In this way one obtains a deformation of $S$ parametrized by $\mathbb{P}^1$. Verbitsky [Ve1] found a very nice criterion which decides when a subvariety $N$ of $S$ is compatible with a Hyperkähler structure on $S$ (such a subvariety is called trianalytic). Verbitsky [Ve2] could also derive a criterion for a complex vector bundle $E$ on $S$ to be compatible with a Hyperkähler structure (in this case, $E$ is called hyperholomorphic). The precise statements are recalled below in Theorem 1.2.3.1. We study the question whether real or complex multiplication can deform along twistor lines. The answer is negative for complex multiplication. In contrast to this, we prove that if $S$ has real multiplication by a real quadratic number field $E$ and if the Picard number of $S$ is greater than or equal to three, then there exist twistor lines along which the generator $\varphi$ of $E$ (extended appropriately by an endomorphism of the Néron–Severi group) remains an endomorphism of Hodge structures. Each Hyperkähler structure on $S$ induces such a structure on $S \times S$. It would be very interesting to represent the class $\varphi$ by a trianalytic subvariety of $S \times S$ or by a hyperholomorphic vector bundle on $S \times S$.

In the second part of this thesis we concentrate on the Kuga–Satake correspondence, a very useful tool in the theory of K3 surfaces which associates to a K3 surface $S$ an (isogeny class of an) Abelian variety $A$ such that $H^2(S, \mathbb{Q})$ is contained in $H^2(A \times A, \mathbb{Q})$. This correspondence shows up in many important results on K3 surfaces, cf. for example Deligne’s proof of the Weil conjecture for K3 surfaces. Unfortunately, the construction of the Kuga–Satake variety is purely Hodge-theoretic and we don’t know in general how to relate $A$ and $S$ geometrically.

We reformulate and improve slightly a result of van Geemen [vG4] which gives us a decomposition of the Kuga–Satake variety $A$ of a K3 surface $S$ with real multiplication by a totally real number field $E$. This allows us
to identify the endomorphism algebra of $A$ with the corestriction to $\mathbb{Q}$ of a Clifford algebra over $E$. We give a concrete example where we calculate this corestriction explicitly.

Next, we study one of the few families of K3 surfaces for which a geometric explanation of the Kuga–Satake correspondence is available in the literature by a result of Paranjape [P]. This is the four-dimensional family of double covers of $\mathbb{P}^2$ which are ramified along six lines. Building on the decomposition of the Kuga–Satake variety we derive

**Theorem 2.** Let $S$ be a K3 surface which is a double cover of $\mathbb{P}^2$ ramified along six lines. Then the Hodge conjecture is true for $S \times S$.

As pointed out by van Geemen [vG4], there are one-dimensional subfamilies of the family of such double covers with real multiplication by a quadratic totally real number field. In conjunction with our Theorem 2 this allows us to produce examples of K3 surfaces $S$ with non-trivial real multiplication for which $\text{End}_{\text{Hdg}}(T(S))$ is generated by algebraic classes. We could not find examples of this type in the existing literature.

The third part of this thesis is of a more concrete nature. Using Mukai’s result we show

**Proposition 3.** Let $S$ be a K3 surface. Then the Hodge conjecture is true for $S \times S$ if and only if it is true for $\text{Hilb}^2(S)$.

The interest in Proposition 3 stems from a result of Beauville and Donagi which reads as follows: Let $S$ be a general K3 surface of degree 14 in $\mathbb{P}^8$. Then there exists a smooth cubic fourfold $Y \subset \mathbb{P}^5$ such that the Fano variety $F(Y)$ parameterizing lines contained in $Y$ is isomorphic to $\text{Hilb}^2(S)$.

This twofold description of $\text{Hilb}^2(S)$ as a moduli space allows us to use the geometry of $S$ and of $Y$ to produce algebraic cycles on $\text{Hilb}^2(S) \simeq F(Y)$. Along this line we calculate the Chern character of the tautological bundle $\mathcal{L}^{[2]}$ on $\text{Hilb}^2(S)$ associated with a line bundle $\mathcal{L} \in \text{Pic}(S)$. If $h^0(\mathcal{L}) \geq 2$, then $\mathcal{L}^{[2]}$ is shown to be stable on $\text{Hilb}^2(S)$ with respect an appropriate polarization. It is interesting to have examples of stable vector bundles in view of Verbitsky’s criterion which allows to control deformations of vector bundles along twistor lines. Finally, we calculate the fundamental classes of some natural surfaces in $F(Y)$ which are induced by $Y$.

In addition to the above mentioned results we include in this thesis two further theorems which came out on the way. Even if they are not directly related to Question 2 they might have some interest and some beauty on their own.

The first one deals with K3 surfaces with complex multiplication.

**Theorem 4.** Let $S$ be a K3 surface with complex multiplication by a CM field $E$. Assume that $m = \dim_E T(S) = 1$. Then $S$ is defined over an algebraic number field.
This was known by a classical result of Piatetski-Shapiro and Shafarevich \cite{PSS}, more recently it was proved by Rizov as a part of the main theorem on complex multiplication for K3 surface \cite{Ri}. Our approach is different, it relies upon the study of the Hodge locus of an endomorphism of a K3 type Hodge structure and upon Mukai’s result.

The second additional theorem is concerned with André’s category of motives. We use Markman’s result on the monodromy group of moduli spaces of sheaves on K3 surfaces to get

Theorem 5. Let $Y$ be a projective deformation of a smooth moduli space of sheaves on a K3 surface $S$. Then the André motive $\mathfrak{h}(Y)$ is an object of $\langle \mathfrak{h}^2(Y) \rangle$, the smallest Tannakian subcategory of the category of motives containing $\mathfrak{h}^2(Y)$.

This can be seen as a manifestation of the general principle that the geometry of a Hyperkähler variety is governed by its second cohomology and it has some interesting consequences. Among these we mention that all Hodge classes on $Y$ are absolute in the sense of Deligne. Moreover, the Hodge conjecture for $Y$ would follow from the standard conjecture $B$ for all smooth, projective varieties.

Organization of the thesis

In Chapter 1 we present the deformation theoretic approach.

Section 1.1 settles basic notions which will play a role throughout the whole thesis. We recall the notion of a Hodge structure of (primitive) K3 type and we review Zarhin’s famous result on the endomorphism algebra of such a Hodge structure. Next, we recall how Mukai’s result implies that Question 2 has a positive answer for K3 surfaces with complex multiplication. The remainder of the Section deals with the linear algebra of a Hodge structure of primitive K3 type with real multiplication.

In Section 1.2 we determine the Hodge locus in the period domain of an endomorphism of a Hodge structure of K3 type. Building on the computations of the first section we then prove Theorem 1. Subsection 1.2.3 is devoted to the study of twistor deformations.

Chapter 2 deals with the Kuga–Satake correspondence and its applications to double covers of $\mathbb{P}^2$ ramified along six lines.

In Section 2.1 we review the definition of the Kuga–Satake variety, we recall the definition of the corestriction of an algebra and we prove the decomposition theorem for Kuga–Satake varieties of Hodge structures of K3 type with real multiplication. Finally, we give an explicit example.

Section 2.2 studies double covers of $\mathbb{P}^2$ which are ramified along six lines. We recall a result of Lombardo which says that the Kuga–Satake variety of such a K3 surface is of Weil type with discriminant 1. Combining this with
Paranjape’s result, which establishes the algebraicity of the Kuga–Satake variety, and with Schoen’s and van Geemen’s result on Abelian fourfolds of Weil type, we derive Theorem 2.

In Chapter 3 we discuss Hilbert schemes of K3 surfaces. In Section 3.1 we review the cohomology ring of $\text{Hilb}^2(S)$ to prove Proposition 3. The remainder of the Chapter is devoted to concrete calculations, first on the Hilbert scheme in Section 3.2 then on the Fano variety of lines in Section 3.3. Finally we discuss the results in Section 3.4.

Chapter 4 consists of two sections. Section 4.1 is devoted to the proof of Theorem 4. In Section 4.2 we review in some detail the category of André motives and we state his deformation principle. Next, we quote some of the results of Markman’s work on the monodromy group of moduli spaces of sheaves on K3 surfaces. Finally, we reformulate them in André’s language and prove Theorem 5.
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Chapter 1

Deformation theoretic approach

1.1 Hodge structures of K3 type

In this section we introduce the notion of a Hodge structure of K3 type which mimics the properties of the second cohomology of a K3 surface but also of an irreducible symplectic variety. We review Zarhin's results on the endomorphism algebra of a Hodge structure of K3 type which distinguish the cases of real and complex multiplication. Next, we discuss Mukai's results the Shafarevich conjecture for K3 surfaces. They solve as a special case the Hodge conjecture for self-products of K3 surfaces with complex multiplication and with Picard number greater than or equal to five. Mukai announces that the same ideas work for any Picard number by using the theory of moduli spaces of twisted sheaves. For this reason, we focus in the sequel on the case of Hodge structures of K3 type with real multiplication, we describe a splitting over some algebraic number field and we review Zarhin's description of the special Mumford–Tate group.

1.1.1 Hodge structures

Denote by $U(1)$ the one-dimensional unitary group which is a real algebraic group. We recall some basic notions on Hodge structures.

- A (rational) Hodge structure of weight $k$ is a finite-dimensional $\mathbb{Q}$-vector space $T$ together with a morphism of real algebraic groups

$$h : U(1) \rightarrow GL(T)_\mathbb{R}$$

which after tensoring with $\mathbb{C}$ becomes equivalent to the diagonal representation $z \mapsto \text{diag}(\ldots, z^p z^{-p}, \ldots)$. For $p, q \in \mathbb{Z}$ with $p + q = k$ denote by

$$T^{p,q} := \{ t \in T_\mathbb{C} \mid h(z)t = z^p z^q t \ \forall z \in U(1)(\mathbb{R}) \}.$$
Then we get a natural decomposition

\[ T_\mathbb{C} = \bigoplus_{p,q} T^{p,q} \tag{1.1} \]

and the spaces \( T^{p,q} \) satisfy the condition

\[ T^{p,q} = \overline{T^{q,p}}. \tag{1.2} \]

Equivalently, a Hodge structure of weight \( k \) can be defined as a finite-dimensional \( \mathbb{Q} \)-vector space \( T \) together with a decomposition

\[ T_\mathbb{C} = \bigoplus_{p+q=k} T^{p,q} \]

of \( T_\mathbb{C} \) such that the \( T^{p,q} \) satisfy (1.2).

Another equivalent definition is to ask for a finite-dimensional \( \mathbb{Q} \)-vector space \( T \) together with a decreasing filtration \((F_pT_\mathbb{C})_{p \in \mathbb{Z}}\) of \( T_\mathbb{C} \) such that

\[ F_pT \oplus \overline{F_{k+1-p}T} = T_\mathbb{C} \text{ for all } p \in \mathbb{Z} \tag{1.3} \]

- A Hodge structure of weight \( k \) is effective if in the decomposition (1.1) \( T^{p,q} = 0 \) unless \( p \geq 0 \) and \( q \geq 0 \).
- There are obvious notions of tensor products, morphisms and duals of Hodge structure: take the corresponding notions for \( \mathbb{Q} \)-vector spaces and ask for compatibility with the \( U(1) \)-representation after tensoring with \( \mathbb{R} \). Note in particular that with this definition, any morphism between two Hodge structures of different weight is zero.

If \((T,h)\) and \((T',h')\) are two Hodge structures, the space of homomorphisms of Hodge structures will be denoted by \( \text{Hom}_{\text{Hdg}}(T,T') \).

A Hodge structure is irreducible if it has no non-trivial sub-Hodge structures.

- In order to compare Hodge structures of different weights, we introduce the Tate Hodge structure \( \mathbb{Q}(1) \) by defining \( \mathbb{Q}(1) = \mathbb{Q} \) with the representation

\[ h_{\mathbb{Q}(1)} : U(1) \rightarrow \text{GL}(\mathbb{R}) = \mathbb{R}^*, \ z \mapsto (z\overline{z})^{-1}. \]

For all \( m \in \mathbb{Z} \) we set \( \mathbb{Q}(m) := \mathbb{Q}(1)^{\otimes m} \) and for a Hodge structure \((T,h)\) we set \( T(m) := T \otimes_{\mathbb{Q}} \mathbb{Q}(m) \). Note that if \((T,h)\) is of weight \( k \) then \( T(m) \) has weight \( k - 2m \). Thus, the Tate Hodge structure allows us to discuss morphisms between two Hodge structures whose weights have the same parity by twisting one of the two as above.

- Assume that \((T,h)\) has weight \( k = 2p \). A Hodge class is a class \( v \in T \cap T^{p,p} \). The set of Hodge classes of \((T,h)\) is denoted by \( B(T) \).
- The special Mumford–Tate group or Hodge group \( \text{SMT}(T) \) of \((T,h)\) is the smallest algebraic subgroup of \( \text{GL}(T) \) (defined over \( \mathbb{Q} \)) such that
$h(U(1)) \subset \text{SMT}(T)_{\mathbb{R}}$. This group has the property that sub-representations of $T \otimes k \otimes (T^\vee) \otimes l$ for $k \geq 0, l \geq 0$ are precisely the sub-Hodge structures of $T \otimes k \otimes (T^\vee) \otimes l$ (see [Go] Prop. B54). Here the representation of SMT$(T)$ on the tensor product is the natural one induced by the inclusion SMT$(T) \subset \text{GL}(T)$. In particular we obtain

$$B(T \otimes k \otimes (T^\vee) \otimes l) = (T \otimes k \otimes (T^\vee) \otimes l)^{\text{SMT}(T)}.$$ (1.4)

Moreover, a Hodge structure $(T, h)$ is irreducible if and only if the representation of SMT$(T)$ is so.

- A polarization of a weight $k$ Hodge structure $(T, h)$ is a morphism of Hodge structures $q : T \otimes T \to \mathbb{Q}(-k)$ such that $(-1)^{k(k-1)/2}q(\ast, h(\ast))$ is a symmetric, positive definite bilinear form on $T_{\mathbb{R}}$.

- If $(T, h)$ is a polarizable Hodge structure (that is there exists a polarization) then the special Mumford–Tate group SMT$(h)$ is reductive (see e.g. [vG3], Thm. 3.5).

Example. Let $X$ be a compact Kähler manifold. Then $H^k(X, \mathbb{Q})$ carries a Hodge structure of weight $k$.

If $X$ is projective, then for $k \leq \dim X$ by the Hodge–Riemann bilinear relations, the primitive cohomology $H^k_p(X, \mathbb{Q})$ with respect to any rational Kähler class $\omega$ carries a Hodge structure which can be polarized by the bilinear form

$$q : H^k_p(X, \mathbb{Q}) \times H^k_p(X, \mathbb{Q}) \to \mathbb{Q}$$

$$(\alpha, \beta) \mapsto \int_X \alpha \wedge \beta \wedge \omega^{\dim X-k}.$$

If $X$ is a compact Kähler manifold of dimension $n$, then Poincaré duality yields an isomorphism $H^k(X, \mathbb{Q})^* \simeq H^{n-k}(X, \mathbb{Q})(n)$. Let $Y$ be another compact Kähler manifold and let $l = k + 2r$ for some $r \in \mathbb{Z}$. Then we get an identification

$$\text{Hom}_{\mathbb{Q}}(H^k(X, \mathbb{Q})(-r), H^l(Y, \mathbb{Q})) \simeq H^{n-k}(X, \mathbb{Q})(n+r) \otimes H^l(Y, \mathbb{Q})$$

$$\subset H^{n-k+l}(X \times Y, \mathbb{Q})(n+r).$$

Here, homomorphisms of Hodge structures are identified with

$$B(H^{n-k}(X, \mathbb{Q}) \otimes H^l(Y, \mathbb{Q})(n+r)) \subset B(H^{n-k+l}(X \times Y, \mathbb{Q})(n+r)).$$

If $Z \subset X$ is an analytic subset of codimension $k$, then the fundamental class of $Z$ is a class

$$[Z] \in B(H^{2k}(X, \mathbb{Q})).$$

Any rational linear combination in $B(H^{2k}(X, \mathbb{Q}))$ of fundamental classes of analytic subsets is called an algebraic class.
**Hodge conjecture.** Let \( X \) be a smooth, projective variety over \( \mathbb{C} \). Then for all \( k \) the space \( B(H^{2k}(X, \mathbb{Q})) \) consists of algebraic classes.

By the Lefschetz theorem on \((1,1)\) classes, it is known that all rational classes of type \((1,1)\) and of type \((\dim X - 1, \dim X - 1)\) are algebraic. Apart from this result the conjecture has been checked only in a few special cases (see the Introduction).

### 1.1.2 Hodge structures of K3 type

Let \( S \) be a complex, projective K3 surface, that is a simply connected, compact complex surface with \( K_S = 0 \). By the fact that \( H^1(S, \mathbb{Q}) = H^3(S, \mathbb{Q}) = 0 \) and by the Künneth formula we have

\[
B(H^4(S \times S, \mathbb{Q})) = B(H^2(S, \mathbb{Q}) \otimes H^2(S, \mathbb{Q})) \\
\quad \oplus (H^0(S, \mathbb{Q}) \otimes H^4(S, \mathbb{Q})) \oplus (H^4(S, \mathbb{Q}) \otimes H^0(S, \mathbb{Q})).
\]

The last two summands are spanned by the Künneth factors of the diagonal which are algebraic for surfaces. Therefore, the Hodge conjecture for \( S \times S \) is reduced to the question whether classes in \( B(H^2(S, \mathbb{Q}) \otimes H^2(S, \mathbb{Q})) \) are algebraic. This space is identified (up to a Tate twist) via the example in 1.1.1 with \( \text{End}_{\text{Hdg}}(H^2(S, \mathbb{Q})) \). We are now going to formalize this situation in order to study the endomorphism algebra in more detail.

Let \( S \) be a (not necessarily projective) K3 surface. Then, the second cohomology \( H^2(S, \mathbb{Q}) \) carries a quadratic form \( q: H^2(S, \mathbb{Q}) \times H^2(S, \mathbb{Q}) \to \mathbb{Q} \) \((\alpha, \beta) \mapsto \int_S \alpha \wedge \beta)\).

Fix a Kähler class \( \omega \in \mathcal{K}_S \) (any K3 surface is of Kähler type by a result of Siu). By the Hodge–Riemann bilinear relations, \( q \) has the property that \( -q(\ast, h(\ast)) \) is positive definite on \( H^2_p(S, \mathbb{R}) = \omega^\perp \). This motivates the

**Definition 1.1.2.1.** A Hodge structure of K3 type consists of a quadratic \( \mathbb{Q} \)-vector space \((W, q)\) of dimension \( r \) such that the signature of \( q \) is \((3+, (r - 3)\)–) together with an effective Hodge structure \( h : U(1) \to \text{GL}(W_\mathbb{R}) \) of weight 2 with the following properties:

(i) \( \dim \mathbb{C} W^{2,0} = 1 \),
(ii) \( q : W \otimes W \to \mathbb{Q}(-2) \) is a morphism of Hodge structures,
(iii) for all \( \omega \in W^{1,1} \cap W_\mathbb{R} \) with \( q(\omega) > 0 \) (such an \( \omega \) exists by the hypothesis on the signature), the quadratic form \( -q(\ast, h(\ast)) \) is positive definite on \( \omega^\perp \).

If \( \omega \) in (ii) can be chosen in \( W \) then the Hodge structure of K3 type is said to be algebraic.
Let \((W, h, q)\) be a Hodge structure of K3 type. Then the subspaces \(W^{2,0} \oplus W^{0,2} \subset W\) and \(W^{1,1}\) are defined over \(\mathbb{R}\). The symmetric bilinear form \(q\) is positive definite on \((W^{2,0} \oplus W^{0,2})\) and negative definite on \(\omega^\perp \cap W^{1,1}\) (because \(C = h(i)\) acts as \(-\text{id}\) on \((T^{2,0} \oplus W^{0,2})\) and as \(\text{id}\) on \((W^{1,1})\)). Note that a Hodge structure of K3 type cannot be polarized by \(q\) because this form is indefinite on \(W^{1,1}\). However, if \((W, h, q)\) is an algebraic Hodge structure of K3 type and if \(\omega \in W^{1,1} \cap W\) with \(q(\omega) > 0\), then \(\omega^\perp \subset W\) is polarized by \(q\). This leads us to

**Definition 1.1.2.2.** A polarized Hodge structure of primitive K3 type consists of a quadratic \(\mathbb{Q}\)-vector space \((T, q)\) and a Hodge structure \(h : U(1) \to \text{GL}(T)\) with the properties:

(i) \(\dim_C T^{2,0} = 1\),
(ii) \(q\) is polarization of \((T, h)\).

For a Hodge structure of K3 type \((W, h, q)\), denote by \(\text{NS}(W)\) the set of \((1, 1)\)-classes, that is \(\text{NS}(W) := B(W, h)\). Let \(T(W) := \text{NS}(W)^\perp\) be the (rational) transcendental lattice of \((W, h)\). Assume that \(W\) is an algebraic Hodge structure of K3 type. Then we have an orthogonal decomposition

\[
W \simeq \text{NS}(W)^\perp \oplus T(W).
\]  

(1.5)

This is a decomposition of Hodge structures, meaning that \(h = (1, h')\) where \(1 : U(1) \to \text{GL}(\text{NS}(W))\) is the trivial homomorphism mapping all \(z \in U(1)\) to the identity and \(h' : U(1) \to \text{GL}(T(W))\). Note that \(T(W)\) is a polarized Hodge structure of primitive K3 type.

**Example.** By definition, the second cohomology \(H^2(S, \mathbb{Q})\) of a K3 surface \(S\) carries a Hodge structure of K3 type. If \(S\) is algebraic, then the primitive cohomology with respect to a polarization \(H^2_p(S, \mathbb{Q})\) and \(T(S) = \text{NS}(S)^\perp\) are polarized Hodge structures of primitive K3 type.

More generally, if \(X\) is an irreducible symplectic variety, then by [Be], the group \(H^2(X, \mathbb{Q})\) can be endowed with a quadratic form \(q\) which makes the triple \((H^2(X, \mathbb{Q}), h, q)\) into a Hodge structure of K3 type. If \(X\) is projective, then the transcendental lattice of \(X\), which is defined as the transcendental lattice of this Hodge structure of K3 type, is a polarized Hodge structure of primitive K3 type. The same is true for the primitive cohomology \(H^2_p(X, \mathbb{Q})\) with respect to a polarization.

Let \(W\) be an algebraic Hodge structure of K3 type. Then the transcendental lattice \(T(W)\) is an irreducible Hodge structure, i.e. \(T(W)\) is an irreducible SMT\((h')\)-representation. By Schur’s Lemma we get

\[
\text{End}_{\text{Hdg}}(W, h) \simeq \text{End}_{\text{Hdg}}(\text{NS}(W)) \oplus \text{End}_{\text{Hdg}}(T(W)) \\
\simeq \text{End}_{\mathbb{Q}}(\text{NS}(W)) \oplus \text{End}_{\text{Hdg}}(T(W)).
\]  

(1.6)
In the beginning of this subsection we had identified the space of interesting Hodge classes on the self-product of a K3 surface $S$ with $\text{End}_{\text{Hdg}}(H^2(S, \mathbb{Q}))$. The above decomposition (1.6) tells us

$$B(H^4(S \times S, \mathbb{Q})) \simeq \text{End}_\mathbb{Q}(\text{NS}(S)) \oplus \text{End}_{\text{Hdg}}(T(S)) \oplus (\text{algebraic classes}).$$

By the Lefschetz theorem on (1,1) classes the first summand is generated by algebraic classes. Therefore we are led to study in more detail the second one.

### 1.1.3 Endomorphisms of $T$

Assume that $(T, h, q)$ is an irreducible, polarized Hodge structure of primitive K3 type. Then, by Schur’s lemma, $E := \text{End}_{\text{Hdg}}(T)$ is a division algebra. Zarhin [Z] studied this algebra in detail. We quickly review his results:

The algebra $E$ has a natural involution $'$ which sends an endomorphism $\varphi$ to his adjoint with respect to $q$. Moreover, $E$ comes with a natural map

$$\epsilon : \left\{ \begin{array}{l}
E \to \mathbb{C} \\
\varphi \mapsto \text{eigenvalue of } \varphi \text{ on } T^{2,0}.
\end{array} \right.$$ (1.7)

**Theorem 1.1.3.1** (Zarhin, see [Z]). (i) The map $\epsilon$ is an embedding of fields. In particular, $E$ is an algebraic number field.

(ii) Denote by $E_0$ the invariant part of $E$ under $'$. Then $E_0$ is a totally real number field and either

(a) $E = E_0$ (we say that $T$ has real multiplication) or

(b) $E$ is a purely imaginary quadratic extension of $E_0$ and $': E \to E$ is the restriction of complex conjugation to $E \subset \mathbb{C}$ ($T$ has complex multiplication).

### 1.1.4 Mukai’s result and K3 surfaces with CM

We now turn back our attention to the study of the Hodge conjecture for the self-product of a K3 surface $S$. We have seen in 1.1.2 that the most interesting Hodge classes on $S \times S$ can be interpreted as elements of $\text{End}_{\text{Hdg}}(T(S))$.

More generally, interesting Hodge classes on a product of two K3 surfaces $S_1, S_2$ can be interpreted as morphisms of Hodge structures $\varphi : T(S_1) \to T(S_2)$.

Mukai uses his theory of moduli spaces of sheaves to produce cycles on products of K3 surfaces. In [Mu2] he announced the following theorem which gives a positive answer to a conjecture by Shafarevich [Sha].

**Theorem 1.1.4.1** (Mukai). Let $S_1, S_2$ be two algebraic K3 surfaces and let $\varphi : T(S_1) \simeq T(S_2)$ be a Hodge isometry (i.e. an isomorphism of Hodge...
structures which respects the intersection products). Then $\varphi$ is induced by an algebraic cycle on $S_1 \times S_2$.

The theorem has been proved in the case $\rho(S_i) \geq 11$ in [Mu1], later this has been improved by Nikulin [N] to $\rho(S_i) \geq 5$. However, for the general case no proof has been published yet.

If $S_1 = S_2 = S$ we can think of $\varphi$ as an element of the algebraic number field $E = \text{End}_{\text{Hdg}}(T(S))$ (which is embedded via $\epsilon$ in $\mathbb{C}$). Since Zarhin’s Theorem 1.1.3.1 identifies adjunction with respect to the intersection form with complex conjugation, $\varphi$ is an isometry if and only if $\varphi \bar{\varphi} = 1$. Combined with the fact that CM fields are generated as $\mathbb{Q}$-vector spaces by elements of norm 1 (see [Bo]), Mukai’s theorem has the following nice consequence.

**Corollary 1.1.4.2.** If $S$ is an algebraic K3 surface such that $E = \text{End}_{\text{Hdg}}(T(S))$ is a CM field, then the Hodge conjecture is true for $S \times S$.

This had been noticed first by Morrison in [Mo], see also [RM]. As a complete proof of Theorem 1.1.4.1 and of Corollary 1.1.4.2 is not available for the time being, we will usually avoid them or at least point out which results really rely upon them.

To study the Hodge conjecture for self-products of a K3 surface $S$, the interesting open case are endomorphisms of the Hodge structure $T(S)$ which act by real eigenvalues on $H^{2,0}$. For this reason, in the rest of this section we focus on polarized Hodge structures of primitive K3 type with an action by a totally real number field.

### 1.1.5 Splitting of $T$ over extension fields

(For this and the next subsection see [vG4], 2.4 and 2.5) Let $(T, h, q)$ be an irreducible, polarized Hodge structure of primitive K3 type and assume that $F \subset \text{End}_{\text{Hdg}}(T)$ is a totally real number field. Note that by Theorem 1.1.3.1 $F$ is automatically contained in the $\ell'$-invariant part of $\text{End}_{\text{Hdg}}(T)$, i.e. in the subfield of $q$-self-adjoint endomorphisms.

By the theorem of the primitive element, there exists $\alpha \in F$ such that $F = \mathbb{Q}(\alpha)$. Let $d = [F : \mathbb{Q}]$. Let $P$ be the minimal polynomial of $\alpha$ over $\mathbb{Q}$, denote by $\bar{F}$ the splitting field of $P$ in $\mathbb{R}$. Let $G = \text{Gal}(\bar{F}/\mathbb{Q})$ and $H = \text{Gal}(\bar{F}/F)$. Choose $\sigma_1 = \text{id}, \sigma_2, \ldots, \sigma_d \in G$ such that

$$G = \sigma_1 H \sqcup \ldots \sqcup \sigma_d H.$$

Note that each coset $\sigma_i H$ induces a well-defined embedding $F \hookrightarrow \bar{F}$. In $\bar{F}[X]$ we get

$$P(X) = \prod_{i=1}^{d} (X - \sigma_i(\alpha))$$
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and consequently

\[ F \otimes_{\mathbb{Q}} \tilde{F} = \mathbb{Q}[X]/(P) \otimes_{\mathbb{Q}} \tilde{F} \]
\[ \simeq \bigoplus_{i=1}^{d} \tilde{F}[X]/(X - \sigma_i(\alpha)) \]
\[ \simeq \bigoplus_{i=1}^{d} F_{\sigma_i}. \]

The symbol \( F_{\sigma_i} \) stands for the field \( \tilde{F} \), the index \( \sigma_i \) keeps track of the fact that the \( F \)-linear extension of \( F \subset \text{End}_{\mathbb{Q}}(F) \) acts on \( F_{\sigma_i} \) via \( e(x) = \sigma_i(e) \cdot x \). See Section 2.1.5 for another interpretation of \( F_{\sigma_i} \).

In the same way, since \( T \) is a finite-dimensional \( F \)-vector space we get a decomposition

\[ T_{\tilde{F}} = T \otimes_{\mathbb{Q}} \tilde{F} = \bigoplus_{i=1}^{d} T_{\sigma_i}. \]

This is the decomposition of \( T_{\tilde{F}} \) into eigenspaces of the \( \tilde{F} \)-linear extension of the \( F \)-action on \( T \), \( T_{\sigma_i} \) being the eigenspace of \( e_{\tilde{F}} \) to the eigenvalue \( \sigma_i(e) \) for \( e \in F \). Since each \( e \in F \) is \( q \)-self-adjoint (that is \( e' = e \)), the decomposition is orthogonal. Let \( q_{\tilde{F}} \) be the \( \tilde{F} \)-bilinear extension of \( q \) to \( T_{\tilde{F}} \times T_{\tilde{F}} \).

Using the notation

\[ T_i := T_{\sigma_i} \text{ and } q_i = (q_{\tilde{F}})|_{T_i \times T_i}, \]

we have an orthogonal decomposition

\[ (T_{\tilde{F}}, q_{\tilde{F}}) = \bigoplus_{i=1}^{d} (T_i, q_i). \] (1.8)

### 1.1.6 Galois action on \( T_{\tilde{F}} \)

Letting \( G \) act in the natural way on \( \tilde{F} \), we get a (only \( \mathbb{Q} \)-linear) Galois action on \( T_{\tilde{F}} = T \otimes_{\mathbb{Q}} \tilde{F} \). Under this action, for \( \tau \in G \) we have

\[ \tau T_{\sigma_i} = T_{\tau \sigma_i}. \] (1.9)

This is because the Galois action commutes with the \( \tilde{F} \)-linear extension of any endomorphism \( e \in F \subset \text{End}_{\mathbb{Q}}(T) \) the latter being defined over \( \mathbb{Q} \) and because for \( t_i \in T_{\sigma_i} \) and \( e \in F \)

\[ e_{\tilde{F}}(\tau(t_i)) = \tau(e_{\tilde{F}}(t_i)) = \tau(\sigma_i(e)) \cdot t_i = \tau(\sigma_i(e)) \tau(\tau(\sigma_i(e))) \tau(t_i) = (\tau \sigma_i(e)) \tau(t_i), \]
which means that \( \tau \) permutes the eigenspaces of \( \varepsilon_{\tilde{F}} \) precisely in the way we claimed. Define a homomorphism

\[
\gamma : \{ G \to S \}_{\tau \mapsto \tau(i)} \text{ where } (\tau \sigma_i)H = \sigma_{\tau(i)}H \}.
\]

(This describes the action of \( G \) on \( G/H \)). With this notation, (1.9) reads

\[
\tau T_i = T_{\tau(i)}.
\]

Interpret \( T \) as a subspace of \( T_{\tilde{F}} \) via the natural inclusion \( T \hookrightarrow T_{\tilde{F}} \), \( t \mapsto t \otimes 1 \). Denote by \( \pi_i \) the projection to \( T_i \). For \( t \in T \) and \( \tau \in G \) we have \( t = \tau(t) \). Write \( t_i := \pi_i(t \otimes 1) \), then \( t = \sum_i t_i \). Using (1.11) we see that

\[
t_{\sigma i} = \sigma_i(t_i),
\]

It follows that

\[
\iota_i : \begin{cases} 
T & \to T_i \\
t & \mapsto \pi_i(t \otimes 1)
\end{cases}
\]

is an injective map of \( F \)-vector spaces (\( F \) acting on \( T_i \) via \( \sigma_i : F \hookrightarrow \tilde{F} \)). Equation (1.12) can be rephrased as

\[
\iota_i = \sigma_i \circ \iota_1.
\]

Since \( q \) is defined over \( \mathbb{Q} \), we have for \( t \in T_{\tilde{F}} \) and \( \tau \in G \)

\[
q_{\tilde{F}}(\tau t) = \tau q_{\tilde{F}}(t).
\]

This implies that for \( t \in T \)

\[
q_i(\iota_i(t)) = \sigma_i q_1(\iota_1(t)).
\]

1.1.7 Weil restriction

Let \( L/K \) be a finite extension of fields, let \( X \) be a quasi-projective variety over \( L \). Consider the functor

\[
\text{res}_{L/K} : (K - \text{varieties})^{\text{op}} \to (\text{Sets})
\]

\[
S \mapsto \text{Hom}_L(S \times_K L, X).
\]

This functor is representable by a quasi-projective \( K \)-variety ([BLR], Thm. 7.6.4) which we will denote by \( \text{Res}_{L/K}(X) \) and which is called the Weil restriction of \( X \) to \( K \).
1.1.8 The special Mumford–Tate group of $T$

Zarhin also computes the special Mumford–Tate group of an irreducible polarized Hodge structure of primitive K3 type. His description distinguishes the cases (a) and (b) in Theorem 1.1.3.1. Since we are more interested in the case of real multiplication we now assume that $E := \text{End}_{\text{Hdg}}(T)$ is a totally real number field. We use the notations of subsections 1.1.5 and 1.1.6 in the special case $F = E = \text{End}_{\text{Hdg}}(T)$.

Denote by $Q$ the restriction of $q_1$ to $T \subset T_1$ (use the inclusion $\iota_1$ of (1.13)). This is an $E$-valued (since $H$-invariant), non-degenerate, symmetric bilinear form on the $E$-vector space $T$. Denote by $\text{SO}(Q)$ the $E$-linear algebraic group of $Q$-orthogonal, $E$-linear transformations of $T$ with determinant 1.

**Theorem 1.1.8.1** (Zarhin, see [Z], see also [vG4], 2.8). The special Mumford–Tate group of the Hodge structure $(T, h, q)$ with real multiplication by $E$ is

$$\text{SMT}(T) = \text{Res}_{E/Q}(\text{SO}(Q)).$$

Its representation on $T$ is the natural one, where we regard $T$ as a $Q$-vector space and use that any $E$-linear endomorphism of $T$ is in particular $Q$-linear. After base change to $\tilde{E}$

$$\text{SMT}(T)_{\tilde{E}} = \prod_i \text{SO}((T_i, (q_i))),$$

its representation on $T_{\tilde{E}} = \bigoplus_i (T_i)$ is the product of the standard representations.

**Corollary 1.1.8.2** (Van Geemen, see [vG4], Lemma 3.2). If $E$ is a totally real number field, then $\dim_E T \geq 3$.

**Proof.** Let $m = \dim_E T$, let $d = [E : Q]$. Then $dm = \dim_Q T$ and (1.8) tells us that $T$ splits over $\tilde{E}$ in $d$ summands. By (1.11), these spaces are permuted by the Galois group. Thus $\dim_E T_1 = m$.

Now, the case $m = 1$ is excluded by the observation that $T^{2,0} \oplus T^{0,2}$ is contained in $T_{1,C}$ so that this space has at least dimension 2.

The case $m = 2$ is not possible because otherwise we had $\text{SMT}(V)(C) = \text{SO}(2, C)^d$. The representation of this group on

$$T_C \cong \bigoplus_{i=1}^d T_{i,C} \cong \bigoplus_{i=1}^d \mathbb{C}^2$$

is the product representation. On the other hand,

$$\text{End}_{\text{Hdg}}(T)_C = \text{End}_C(T_C)^{\text{SMT}(T)(C)} = \bigoplus_i \text{End}_C(T_{i,C})^{\text{SO}(2,C)}.$$
Now the matrices in $\text{Mat}_2(\mathbb{C})$ which commute to $\text{SO}(2, \mathbb{C})$ are precisely the diagonal matrices, because $\text{SO}(2, \mathbb{C}) \cong \mathbb{C}^*$ and the standard representation of $\text{SO}(2, \mathbb{C})$ on $\mathbb{C}^2$ is equivalent to the representation of $\mathbb{C}^*$ given by

$$z \mapsto \begin{pmatrix} z & 0 \\ 0 & z^{-1} \end{pmatrix}.$$ 

It follows that $\text{End}_{\mathbb{C}}(T_{\mathbb{C}})^{\text{SMT}(T)(\mathbb{C})} = (\mathbb{C}^2)^d$. But this is a contradiction because $\text{End}_{\text{Hdg}}(T)_{\mathbb{C}} = E \otimes \mathbb{Q} \mathbb{C}$ is of dimension $d$ over $\mathbb{C}$. \qed
1.2 The variational approach

In this section we deduce a lemma which describes the Hodge locus of an endomorphism of a Hodge structure of K3 type in the period domain. This locus turns out to be the intersection of the period domain with the projectivization of the eigenspace which contains the period. We apply this to prove Theorem 1 which reduces the Hodge conjecture for self-products of K3 surfaces to Grothendieck’s invariant cycle conjecture. Finally, we discuss how real and complex multiplication behave with twistor deformations.

1.2.1 The Hodge locus of an endomorphism

Variations of Hodge structures and Hodge loci. Recall that a (rational) variation of Hodge structures of weight \(k\) (VHS) on a complex manifold \(B\) consists of a local system of \(\mathbb{Q}\)-vector spaces \(V\) of fibre \(V\) and a decreasing filtration \((F^lV)_{0 \leq l \leq k}\) of the holomorphic vector bundle \(V := V \otimes_{\mathbb{Q}} O_B\) satisfying fibrewise condition \(\nabla(F^lV) \subset F^{l-1}V \otimes \Omega^1_B\). Here, \(\nabla\) is the Gauss-Manin connection on \(V\).

Thus, for all \(b \in B\) we get a Hodge structure of weight \(k\) on \(V\) and these vary holomorphically.

Denote by \(|F^kV|\) the total space of the vector bundle \(F^kV\).

Definition 1.2.1.1. The locus of Hodge classes of the VHS \((V, F^kV)\) is the analytic set
\[
Z := \{ (\alpha, b) \in |F^kV| \mid \alpha \in F^kV(b) \cap V(b) \}.
\]

Given a class \(\alpha \in F^kV(b) \cap V(b)\), define \(Z_\alpha\) to be the connected component of \(Z\) through \((\alpha, b)\). The Hodge locus of \(\alpha\) is the image of \(Z_\alpha\) under the projection \(|F^kV| \to B\).

The period domain for Hodge structures of K3 type. Let \((W, q)\) be a quadratic vector space of dimension \(r\), assume that the signature of \(q\) is \((3+, (r-3)-)\). The period domain
\[
\Omega := \{ [\sigma] \in \mathbb{P}(W_{\mathbb{C}}) \mid q(\sigma) = 0, q(\sigma + \sigma) > 0 \}
\]
parametrizes Hodge structures of K3 type on \((W, q)\).

Here to \([\sigma] \in \Omega\) we associate the Hodge structure given by
\[
h_\sigma : U(1) \to GL(W)_\mathbb{R}
\]
where via \(h_\sigma\) a complex number \(z \in U(1)(\mathbb{R})\) acts on \(\langle \text{Re}(\sigma), \text{Im}(\sigma) \rangle_\mathbb{R}\) by the matrix \(\frac{1}{2}(z^2 + z^{-2}, iz^2 - iz^{-2})\) and as the identity on \(\langle \text{Re}(\sigma), \text{Im}(\sigma) \rangle_\mathbb{R}^\perp\). Then
\[
W^{2,0} = \mathbb{C}\sigma, \ W^{0,2} = \mathbb{C}\sigma \ \text{and} \ W^{1,1} = \langle \sigma, \sigma \rangle_\mathbb{C}^\perp.
\]
The line \([\sigma] \in \mathbb{P}(W_{\mathbb{C}})\) is called the period of the Hodge structure \((W, h_\sigma)\).

For more details on the period domain see \([\text{Hu}]\).
On $\Omega$ we have a natural VHS of weight 2. To see this, note first that the quadratic form $q$ induces a vector bundle homomorphism $\beta : W \otimes_{\mathcal{O}} \mathcal{O}_{\Omega} \to \mathcal{O}_{\Omega}(1)$ which is defined by composing the isomorphism $W \cong W^*$ given by $q$ with the tautological surjection $W^* \otimes_{\mathcal{O}} \mathcal{O}_{\Omega} \to \mathcal{O}_{\Omega}(1)$. By the definition of $\Omega$, the tautological subbundle $\mathcal{O}_{\Omega}(-1) \subset W \otimes \mathcal{O}_{\Omega}$ is contained in $\ker(\beta)$.

Now the VHS on $\Omega$ is given by the constant sheaf $W_{\Omega}$ of fibre $W$ and the filtration of $\mathcal{W} = W_{\Omega} \otimes \mathcal{O}_{\Omega}$ is given by

$$F^0\mathcal{W} := \mathcal{W}, \quad F^1\mathcal{W} = \ker(\beta) \quad \text{and} \quad F^2\mathcal{W} = \mathcal{O}_{\Omega}(-1) \subset \mathcal{W}$$

Clearly the $F^i\mathcal{W}$ satisfy pointwise condition (1.3) and the transversality condition follows from the fact that $\beta$ has constant coefficients.

**The Hodge locus of an endomorphism.** Let $[\sigma_0] \in \Omega$, let $\varphi \in \text{End}_{\text{Hdg}}(W, h_{\sigma_0})$. We are interested in the Hodge locus $\Omega_{\varphi}$ of $(\varphi, [\sigma_0])$, seen as a section of the VHS $W_{\Omega}^* \otimes W_{\Omega}$, i.e. in the connected component passing through $[\sigma_0]$ of

$$\tilde{\Omega}_{\varphi} := \{[\sigma] \in \Omega \mid \varphi_R \circ h_\sigma = h_\sigma \circ \varphi_R \}.$$

The quadratic form $q$ induces an involution $': \text{End}_{\text{Hdg}}(W, h_\sigma) \to \text{End}_{\text{Hdg}}(W, h_\sigma)$, determined by the equation $q(\varphi v, w) = q(v, \varphi' w)$. Then the result is

**Lemma 1.2.1.2.** Let $\lambda \in \mathbb{C}$ be the eigenvalue of $\varphi$ to the eigenspace to $\lambda$. Then

$$\Omega_{\varphi} \subset \mathbb{P}(W_{\lambda}) \cap \Omega.$$

If $\varphi' = \varphi$, then the inclusion is an equality.

**Proof.** Consider the Hodge decomposition

$$W_{\mathcal{C}} = W^{2,0} \oplus W^{0,2} \oplus W^{1,1} = \mathbb{C} \sigma_0 \oplus \mathbb{C} \sigma_0^* \oplus W^{1,1}$$

corresponding to the Hodge structure $h_{\sigma_0}$. Let $[\sigma] \in \tilde{\Omega}_{\varphi}$, write $\sigma = a\sigma_0 + b\sigma_0^* + \sigma^{1,1}$. Then

$$\varphi(\sigma) = \lambda a \sigma_0 + \overline{\lambda} b \sigma_0 + \varphi(\sigma^{1,1})$$

and $\varphi(\sigma^{1,1}) \in W^{1,1}$. Since $\sigma$ is an eigenvector of $\varphi$, it must be either an eigenvector to $\lambda$ or $\overline{\lambda}$ or $\sigma \in W^{1,1}$. But $\langle \text{Re}(\sigma), \text{Im}(\sigma) \rangle = R$ is a positive two-plane and the signature of the restriction of $q_R$ to $W^{1,1}_R$ is $(1 + \dim_{\mathbb{Q}}(W) - 2) - 1$. This implies that $\sigma$ cannot be contained in $W^{1,1}$. Thus $\sigma \in \mathbb{P}(W_{\lambda}) \cup \mathbb{P}(W_{\overline{\lambda}})$. Since $\mathbb{P}(W_{\lambda}) \cap \mathbb{P}(W_{\overline{\lambda}}) = \emptyset$, we get $\Omega_{\varphi} \subset \mathbb{P}(W_{\lambda})$.

Conversely, assume that $\varphi' = \varphi$, let $[\sigma] \in \mathbb{P}(W_{\lambda}) \cap \Omega$. The hypothesis implies that $\varphi(\sigma) = \overline{\lambda} \sigma$ and that $\varphi(\langle \sigma, \sigma \rangle_{-}) \subset \langle \sigma, \sigma \rangle_{-}$. Therefore, $\varphi$ respects the Hodge structure $h_\sigma$. \qed
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1.2.2 Proof and discussion of Theorem 1

Theorem 1. Let $S$ be a K3 surface with real multiplication by a totally real number field $E = \text{End}_{\text{Hdg}}(T(S))$. Let $\varphi \in E$. Then there exist a smooth, projective morphism of smooth, quasi-projective, connected varieties $\pi : X \to B$, a base point $0 \in B$ with fiber $X_0 = \pi^{-1}(0) = S$ and a dense subset (with respect to the classical topology) $\Sigma \subset B$ with the following properties:

(i) $\varphi$ is monodromy-equivariant,

(ii) for each $s \in \Sigma$ the homomorphism $\varphi_s \in \text{End}_\mathbb{Q}(H^2(X_s, \mathbb{Q}))$, obtained by parallel transport of $\varphi$, is algebraic.

Proof. The plan of the proof is to use Lemma 1.2.1.2 combined with Corollary 1.1.8.2 to show that the Hodge locus of $\varphi$ is of positive dimension in some Hilbert scheme parameterizing projective deformations of $S \subset \mathbb{P}^N$. Then we apply again Corollary 1.1.8.2 to show that this Hodge locus contains a dense subset parameterizing K3 surfaces with CM. Together with Mukai’s Corollary 1.1.4.2 this will finish the proof. Let’s work this now out in detail.

Fix an ample line bundle $L$ on $S$, let $\alpha = c_1(L)$. Let $(\Gamma, q) := (H^2(S, \mathbb{Z}), \cup)$, let $\Omega$ be the period domain

$$\Omega := \{[\sigma] \in \mathbb{P}(\Gamma_C) \mid q(\sigma) = 0 \text{ and } q(\sigma + \tau) > 0\}.$$ 

For $[\sigma] \in \Omega$, define

$$\Delta_\sigma := \{\delta \in \Gamma \mid q(\delta, \tau) = 0 \text{ and } q(\delta) = -2\},$$

$$\Omega_\alpha := \{[\sigma] \in \Omega \mid q(\alpha, \sigma) = 0\}$$

and

$$\Omega_\alpha^0 := \{[\sigma] \in \Omega_\alpha \mid \forall \delta \in \Delta_\sigma : q(\alpha, \delta) \neq 0\}.$$ 

Then $\Omega_\alpha$ parametrizes those Hodge structures where $\alpha$ is of type $(1, 1)$ and $\Omega_\alpha^0$ those for which $\alpha$ lies on no wall of the Weyl chamber structure of the positive cone (see [K3], Exposé VII). Moreover, $\Omega_\alpha^0$ is an open subset of $\Omega_\alpha$.

Let $x = [H^2(S, \mathbb{Z})] \in \Omega$ be the point corresponding to the period of $S$. The germ $(\Omega_\alpha^0, x)$ of $\Omega_\alpha^0$ at $x$ is a germ of a universal deformation of the polarized surface $(S, \mathcal{L})$. Since $\Omega_\alpha^0$ is smooth, this germ is irreducible.

Recall that on a K3 surface $S$, the third power of an ample line bundle is very ample. Let $N + 1 = H^0(S, \mathcal{L}^{\otimes 3})$ and choose a basis of $H^0(S, \mathcal{L}^{\otimes 3})$. This yields an embedding $S \subset \mathbb{P}^N$. We choose an irreducible component $H$ of the open subset of the Hilbert scheme parametrizing smooth deformations of the embedding $S \subset \mathbb{P}^N$ which has the property: The germ of $H$ at $b = [S \subset \mathbb{P}^N]$ surjects onto $(\Omega_\alpha^0, x)$ via the period map induced by the universal family over $H$. We will show that $H^1(S, N_{S|\mathbb{P}^N}) = 0$. This implies that $H$ is smooth at $b$ (see e.g. [FG] Cor. 6.4.11) and the same argument applied to an arbitrary point of $H$ shows that $H$ is smooth everywhere. To see that
\[H^1(S, N_{S|\mathbb{P}^N}) = 0,\] consider the exact sequence coming from the normal bundle sequence

\[H^1(S, T_S) \xrightarrow{\beta} H^1(S, T_{\mathbb{P}^N|S}) \xrightarrow{\gamma} H^1(S, N_{S|\mathbb{P}^N}) \xrightarrow{\delta} H^2(S, T_S) = 0.\]

We have to show that \(\beta\) is surjective. Consider the following piece of the long exact cohomology sequence induced by the restriction of the Euler sequence to \(S\)

\[H^1(S, (\mathcal{L}^{\otimes 3})^{\otimes N+1}) \rightarrow H^1(S, T_{\mathbb{P}^N|S}) \rightarrow H^2(S, \mathcal{O}_S) \rightarrow H^2(S, (\mathcal{L}^{\otimes 3})^{\otimes N+1}).\]

Since by the Kodaira vanishing theorem \(H^1(S, \mathcal{L}^{\otimes 3}) = H^2(S, \mathcal{L}^{\otimes 3}) = 0\) and since \(H^2(S, \mathcal{O}_S) \simeq \mathbb{C}\), this shows that \(H^1(S, T_{\mathbb{P}^N|S}) \simeq \mathbb{C}\). Now, the Serre dual of the homomorphism \(\beta\) is the map

\[\beta^* : \mathbb{C} \simeq H^1(S, \Omega_{\mathbb{P}^N|S}) \rightarrow H^1(S, \Omega_S)\]

which is given by restricting the class of the Fubini–Study metric from \(\mathbb{P}^N\) to \(S\). Clearly, this map is injective, whence \(\beta\) is surjective.

Thus, we have a smooth, projective morphism of smooth, quasi-projective \(\mathbb{C}\)-varieties \(\pi' : Y \rightarrow H\) and a point \(b \in H\) with \(\mathcal{Y}_b \simeq S\) such that via the period map an open neighborhood of \(b\) is mapped surjectively onto an open neighborhood of \(y\) in \(\Omega_0\).

Over \(H\) we have the VHS \(V = R^2\pi'_*\mathbb{Q}_Y \otimes R^2\pi'_*\mathbb{Q}_Y\), let \(V := V \otimes \mathcal{O}_H\). Let \(B' \subset |F^2V|\) be the connected component of the locus of Hodge classes of \(V\) passing through \((\varphi, b)\), where \(F^2V\) is the second step of the Hodge filtration of \(V\) and we interpret \(\varphi\) as a class in \((V \otimes V)(b)\) by identifying \(H^2(S, \mathbb{Q})\) with \(H^2(S, \mathbb{Q})^*\) via Poincaré duality. By the famous result of Cattani, Deligne and Kaplan [CDK], \(B'\) is a closed algebraic subset of \(|F^2V|\). Resolving the singularities of \(B'\) we obtain a smooth, quasi-projective variety \(B\) and by pullback a smooth, projective morphism \(\pi : X \rightarrow B\). Pick a point 0 in the fibre of \(\sigma : B \rightarrow H\) over \(b\), then \(X_0 \simeq S\).

Tautologically, the bundle \(F^2(R^2\pi_*\mathbb{Q}_X \otimes R^2\pi_*\mathbb{Q}_X \otimes \mathcal{O}_B) = \sigma^*F^2V\) has a holomorphic section \(\tilde{\varphi}\) such that \(\tilde{\varphi}(0) = \varphi\) and for all \(t \in B\)

\[\tilde{\varphi}(t) \in (\sigma^*F^2V(t)) \cap (R^2\pi_*\mathbb{Q}_X \otimes R^2\pi_*\mathbb{Q}_X(t)).\]

This implies that \(\tilde{\varphi}\) is a global section of \(R^2\pi_*\mathbb{Q}_X \otimes R^2\pi_*\mathbb{Q}_X\), i.e. that \(\varphi \in \text{End}_{\text{Hdg}} T(X_0)\) is monodromy-equivariant. Thus, \(\pi\) satisfies condition (i).

As for (ii), we show first that \(B\) has positive dimension. By Lemma 1.2.1.2 we are led to study the eigenspace \(T_\lambda \subset T(S)_\mathbb{C}\) of \(\varphi\) which contains \(\sigma_\mathbb{C}\). The same argument as in the proof of Corollary 1.1.8.2 shows that \(\dim \mathbb{C} T_\lambda = \dim_F T(S)\) where \(F \subset \text{End}_{\text{Hdg}} (T(S)) =: E\) is the subfield generated by \(\varphi\).

Then by Corollary 1.1.8.2

\[\dim \mathbb{P}(T_\lambda) \cap \Omega_\mathbb{C} = \dim_F (T(S)) - 2 \geq \dim_E T(S) - 2 \geq 1\]
(we lose one dimension by projectivization and one dimension by intersecting with the quadric $\Omega$). Consequently, $\mathbb{P}(T_\lambda) \cap \Omega_0^0$ is a positive-dimensional space. Clearly, the germ $(B, 0)$ surjects onto $(\mathbb{P}(T_\lambda) \cap \Omega_0^0, x)$ because $(H, b)$ does so on $(\Omega_0^0, x)$. This implies that $B$ is of positive dimension.

Now, we show that there is a set $\Sigma \subset B$ which is dense and such that the K3 surfaces parametrized by $\Sigma$ have CM. This will finish the proof of the theorem. Note first that for $t \in B$, the Picard number $\rho(X_t)$ can only be greater than or equal to $\rho(S)$ because $\text{Pic}(S)$ is orthogonal to $T_\lambda$. The space $T(X_t)$ is an $F$-vector space, write $m_t$ for its dimension. Then we have

$$22 = m_t d + \rho(X_t), \quad (1.16)$$

where $d = [F : \mathbb{Q}]$. This formula shows that the Picard number in the family $X$ behaves in an interesting way: it can only be of the form $\rho(S) + kd$ for $k \geq 0$. By [O, Thm. 1.1], the locus

$$B^+ := \{ t \in B \mid \rho(X_t) > \rho(S) \}$$

is dense in the classical topology in $B$. Then for $t \in B^+$ one can consider the restriction of the family $X \to B$ to the Hodge locus of a set of generators of $\text{Pic}(X_t)$. This yields a family in which each fibre has Picard number greater than or equal to $\rho(X_t) > \rho(S)$ and consequently by (1.16) $m_s < m_0$ for $s$ in the base of such a subfamily. Continue this argument inductively to see that

$$\Sigma = \{ t \in B \mid m_t < 3 \}$$

is dense in $B$. Now apply Corollary 1.1.8.2 to see that for $t \in \Sigma$ the algebraic number field $\text{End}_{\text{Hdg}}(T(X_t))$ is a CM field. \hfill \Box

Remark. Note that in the proof we only use the part of Mukai’s theorem for which has a rigorous proof has been written up. Indeed, for $t \in \Sigma$ we have $\dim\mathbb{Q}(T(X_t)) = m_t d \leq 2d \leq 14$ since $d \leq 7$ (use Corollary 1.1.8.2 and $\dim\mathbb{Q}(T(S)) = md \leq 21$). Thus $\rho(X_t) \geq 8$ and we can use Nikulin’s improvement of Mukai’s theorem (see the remark below Theorem 1.1.4.1).

The interest in the theorem stems from

**Grothendieck’s invariant cycle conjecture.** Let $\pi : X \to B$ be a smooth, projective morphism of smooth, connected, quasi-projective $\mathbb{C}$-varieties. Let $\alpha$ be a global section of $R^{2k}\pi_*\mathbb{Q}_X$ for some natural number $k$.

If there exists a point $b_0 \in B$ such that $\alpha(b_0)$ is algebraic in $H^{2k}(X_{b_0}, \mathbb{Q})$, then for all points $b \in B$ the class $\alpha(b)$ is algebraic in $H^{2k}(X_b, \mathbb{Q})$.

Remark. i) Theorem 1 reduces the Hodge conjecture for self-products of K3 surfaces to Grothendieck’s invariant cycle conjecture. This reduction
was known before by arguments of André [An1]. They run along the following line: Show first that the Kuga–Satake correspondence is algebraic if Grothendieck’s invariant cycle conjecture holds. This is done by using the density of K3 surfaces of maximal Picard rank in the moduli space. The next step is to use that the invariant cycle conjecture implies the Hodge conjecture for Abelian varieties. Our argument is more direct and the hope was that this could lead to a more attackable approach. See ii).

ii) André has shown in [An4] that the invariant cycle conjecture is true for a family $\pi : \mathcal{X} \to B$ if the fibers $\mathcal{X}_b$ satisfy the standard conjecture $B(\mathcal{X}_b)$ and if there exists a smooth projectivization $\mathcal{X} \to B$ of $\mathcal{X}$ which satisfies the standard conjecture $B(\mathcal{X})$ (see Section 1.2.2 for a formulation of this conjecture). The argument is quite tricky: The hypothesis implies by Jannsen’s theorem (see [Ar], Theorem 4.1) that the category of Grothendieck’s homological motives modeled on such products is graded and semi-simple Abelian. Then André shows that there is a submotive $\mathfrak{h}^{2k}(\mathcal{X}_b)_{\pi_1(B,b_0)}$ of $\mathfrak{h}^{2k}(\mathcal{X}_b)$ and a motivic surjection $\mathfrak{h}^{2k}(\mathcal{X}) \to \mathfrak{h}^{2k}(\mathcal{X}_b)_{\pi_1(B,b_0)}$. Next, if $\alpha(b_0) \in H^{2k}(\mathcal{X}_b)$ is algebraic, this class induces a submotive $1 \subset \mathfrak{h}^{2k}(\mathcal{X}_b)_{\pi_1(B,b_0)}$ which then by semi-simplicity and surjectivity comes from a submotive $1 \subset \mathfrak{h}^{2k}(\mathcal{X})$. This last submotive induces an algebraic class on $\mathcal{X}$ which restricts fibrewise to $\alpha$.

Therefore, in order to apply Theorem 1 we are “reduced” to show the standard conjecture $B(\mathcal{X})$ for a smooth compactification $\mathcal{X}$ of the total space of a pencil of self-products of K3 surfaces. Indeed, the fibers of such a pencil satisfy the standard conjecture $B$ since they are products of surfaces (this is an immediate consequence of the Lefschetz theorem on (1, 1) classes).

To make this more concrete, look at the universal quartic hypersurface $\mathcal{Y} \subset \mathbb{P}^3 \times \mathbb{P}(H^0(\mathbb{P}^3, O(4)))$. This variety is a smooth, ample hypersurface in $\mathbb{P}^3 \times \mathbb{P}(H^0(\mathbb{P}^3, O(4)))$ and therefore, it satisfies the standard conjecture $B(\mathcal{Y})$. Consider the morphism $\pi' : \mathcal{Y} \to \mathbb{P}(H^0(\mathbb{P}^3, O(4)))$ and assume that $x \in \mathbb{P}(H^0(\mathbb{P}^3, O(4)))$ is a point such that $\mathcal{Y}_x = \pi'^{-1}(x)$ is a smooth K3 surface with real multiplication. Then for $\varphi \in \text{End}_{\mathfrak{h}_{2k}}(\mathcal{T}(\mathcal{Y}_x)) \setminus \mathbb{Q}$ we can find an irreducible curve $C' \subset \mathbb{P}(H^0(\mathbb{P}^3, O(4)))$ which is contained in the Hodge locus of the class $\varphi$ and which connects $x$ to a point $y$ for which we know that $\varphi$ is algebraic on $\mathcal{Y}_y \times \mathcal{Y}_y$. By passing to the normalization $\tilde{C}'$ of $C'$ and possibly to a finite cover of $\tilde{C}'$ (in order to make $\varphi$ monodromy-invariant over the smooth part of the family), we obtain a family $\mathcal{X} \to C$ such that all but finitely many fibers are smooth quartic K3 surfaces which admit the monodromy-invariant endomorphism of Hodge structures $\varphi$ on their second cohomology groups. Moreover, $\mathcal{X}$ is still an ample hypersurface, this time in $\mathbb{P}^3 \times C$. If $\mathcal{X}$ was smooth we could conclude that $\mathcal{X}$ satisfies the standard conjecture $B(\mathcal{X})$. However we can show that $\mathcal{X}$ is not smooth. I don’t know whether one can deduce that a resolution of singularities of $\mathcal{X}$ satisfies conjecture $B$. But even this would not be sufficient for our purposes, what
we are actually interested in, is the standard conjecture $B$ for a resolution of the variety $\mathcal{X} \times_C \mathcal{X}$.

1.2.3 Twistor lines

While in the preceding section we were interested in projective deformations of a K3 surface $S$ we focus now on another distinguished class of deformations, the twistor lines. They come from Hyperkähler structures on K3 surfaces.

In general, we say that a Riemannian metric $g$ on a differentiable manifold $M$ is a *Hyperkähler metric* if there exist complex structures $I, J$ and $K$ on $M$ with $I \circ J = -J \circ I = K$ such that $g$ is a Kähler metric for $I, J$ and $K$. The quadruple $(M, I, J, K, g)$ is called a *Hyperkähler manifold*.

For $\lambda = (\lambda_1, \lambda_2, \lambda_3) \in \mathbb{S}^2$, we get a complex structure $L_\lambda = \lambda_1 I + \lambda_2 J + \lambda_3 K$ on $M$. Using the isomorphism $\mathbb{S}^2 \cong \mathbb{P}^1$, we obtain a holomorphic family $\pi: X \to \mathbb{P}^1$ such that $X_\lambda \cong (M, L_\lambda)$. This family is called the *twistor line of* $(M, I)$ associated with $g$. We refer the reader to [GHJ] for more details.

A trianalytic subvariety of a Hyperkähler manifold $(M, I, J, K, g)$ is a closed subset $N \subset M$ which is analytic with respect to the complex structures $I, J$ and $K$. Similarly, a Hermitian connection $\nabla$ on a Hermitian vector bundle $E$ on $M$ is called *hyperholomorphic* if $\nabla$ is integrable with respect to the complex structures $I, J$ and $K$. Verbitsky studied these notions for compact Hyperkähler manifolds. He obtained very nice criteria for a subvariety to be trianalytic or for a vector bundle to admit a hyperholomorphic connection.

**Theorem 1.2.3.1** (Verbitsky, see [Ve1], Thm. 2.5 and [Ve2], Thm. 3.1). Let $(M, I, J, K, g)$ be a compact Hyperkähler manifold.

(i) Let $N \subset (M, I)$ be a closed, analytic subset of codimension $k$. Then $N$ is trianalytic if and only if $[N]$ is of type $(k, k)$ with respect to the complex structures $J$ and $K$.

(ii) Let $E$ be a holomorphic vector bundle on $(M, I)$. Then $E$ admits a hyperholomorphic connection if and only if $E$ is a $\omega$-polystable vector bundle and if $c_1(E)$ and $c_2(E)$ are Hodge classes with respect to $J$ and $K$.

Let now $X = (M, I)$ be an irreducible, symplectic variety, that is $X$ is a simply connected, compact Kähler manifold with a nowhere vanishing holomorphic two-form $\sigma_X$ such that $H^0(X, \Omega_X^2) = \mathbb{C} \sigma_X$ (cf. [Be], [GHJ], Part III). For each Kähler class $\omega \in \mathcal{K}_X$, there exists a unique Hyperkähler metric $g$ on $M$ with Kähler class $\omega$. Beauville and Bogomolov introduced a quadratic form $q$ on $H^2(X, \mathbb{Q})$ (actually it is defined on the integral cohomology) which turns $(H^2(X, \mathbb{Q}), q)$ into a Hodge structure of $\mathbb{K}3$ type. Let $\Omega = \{[\sigma] \in \mathbb{P}(H^2(X, \mathbb{C})) \mid q(\sigma) = 0, q(\sigma + \overline{\sigma}) > 0\}$ be the corresponding period domain. Then the period map associated with the twistor line to
ω ∈ K_X induces an isomorphism
\[ \mathcal{P} : \mathbb{P}^1 \rightarrow \mathbb{P}(F(\omega)) \cap \Omega, \] (1.17)
where \( F(\omega) \subset H^2(X, \mathbb{C}) \) is the three-space spanned by \( \sigma_X, \sigma_X, \omega \).

We assume now that \( X \) is projective. Let \( T(X) \) be the Beauville–Bogomolov orthogonal complement of the Néron–Severi group of \( X \). The pair \((T(X), q)\) is an irreducible Hodge structure of primitive K3 type, hence Zarhin’s Theorem 1.1.3.1 applies and we distinguish the cases that \( X \) has real or complex multiplication.

Examples of irreducible symplectic varieties include K3 surfaces and their Hilbert schemes of points. We are interested in representing Hodge classes on the self-product \( S \times S \) of a K3 surface \( S \) or on \( \text{Hilb}^2(S) \) (see Chapter 3) which correspond to endomorphisms of the transcendental lattice. A possible approach for this problem is to represent such a class on a deformation of \( S \times S \) resp. of \( \text{Hilb}^2(S) \) by an algebraic cycle \( Z \) and to deform \( Z \) to an algebraic cycle on \( S \times S \) resp. \( \text{Hilb}^2(S) \).

In general, it is very difficult to decide whether an algebraic cycle deforms when its ambient variety is deformed. Verbitsky’s criterion shows that the deformation theory of algebraic cycles along twistor lines is very well behaved. For this reason, the following question arises naturally in our context.

**Question 1.2.3.2.** Do real or complex multiplication deform along twistor lines?

Let \( \omega \in K_X \), let \( \varphi \in \text{End}_{\text{Hdg}}(H^2(X, \mathbb{Q})) \), let \( W_\mu \subset H^2(X, \mathbb{C}) \) be the eigenspace to \( \mu := \epsilon(\varphi) \). Lemma 1.2.1.2 combined with (1.17) tells us that if \( \varphi \) induces via parallel transport an endomorphism of Hodge structures on all fibers of the twistor deformation \( X(\omega) \rightarrow \mathbb{P}^1 \), then \( F(\omega) \subset W_\mu \). Since \( \sigma_X \in F(\omega) \) and since \( \varphi(\sigma_X) = \mu \sigma_X \), we see that this condition can only be satisfied if \( \mu \in \mathbb{R} \). From this we deduce that complex multiplication does not deform along twistor lines. For real multiplication the situation is different:

**Proposition 1.2.3.3.** Let \( \varphi_t \in \text{End}_{\text{Hdg}}(T(X)) \) with \( \epsilon(\varphi_t) = \sqrt{d} \) for a rational \( d > 0 \) which is no square in \( \mathbb{Q} \). Assume that the Picard number \( \rho(X) \) is greater than or equal to three.

Then there exist an endomorphism \( \varphi_n : \text{NS}(X) \rightarrow \text{NS}(X) \) and a Kähler class \( \omega \in K_X \) with the property:

For all \( x \in \mathbb{P}^1 \) the endomorphism \( \varphi_x \in \text{End}_{\mathbb{Q}}(H^2(X(\omega)_x, \mathbb{Q})) \) obtained by parallel transport of \( \varphi = \varphi_t + \varphi_n \) respects the Hodge structure on \( H^2(X(\omega)_x, \mathbb{Q}) \).

The proposition implies that all projective fibers \( X(\omega)_x \) of the twistor line admit an inclusion \( \mathbb{Q}(\sqrt{d}) \subset \text{End}_{\text{Hdg}}(T(X(\omega)_x)) \). If we were able to find a polystable vector bundle \( E \) on one fibre \( X(\omega)_x \) of the twistor line with \( \deg_\omega c_1(E) = 0 \) and \( c_2(E) = \varphi(x) \), then Verbitsky’s criterion would imply...
that \( \mathcal{E} \) is hyperholomorphic. In this way, one could prove that for all \( y \in \mathbb{P}_1 \) the subfield \( \mathbb{Q}(\sqrt{d}) \subset \text{End}_{\text{Hdg}}(T(\mathcal{X}(\omega)_y)) \) is generated by algebraic classes.

**Proof (Proposition).** Using Lemma 1.2.1.2 it is enough to prove the existence of a \( q \)-self-adjoint endomorphism \( \varphi_n : \text{NS}(X) \to \text{NS}(X) \) and of a Kähler class \( \omega \in \mathcal{K}_X \) with \( \varphi_n(\omega) = \sqrt{d}\omega \).

Assume that we have proved the existence of rational Kähler classes \( \omega_1, \omega_2 \) such that \( dq(\omega_1) = q(\omega_2) \). Then \( \omega_1, \omega_2 \) are linearly independent and we define

\[
\varphi_n : \text{NS}(X) \to \text{NS}(X)
\]

\[
\omega_1 \mapsto \omega_2
\]

\[
\omega_2 \mapsto d\omega_1
\]

\[
\alpha \mapsto 0 \quad \text{for all} \quad \alpha \in \langle \omega_1, \omega_2 \rangle^\perp
\]

The class \( \omega := \sqrt{d}\omega_1 + \omega_2 \) is a Kähler class and \( \varphi_n(\omega) = \sqrt{d}\omega \). Moreover, \( \varphi_n \) is \( q \)-self-adjoint because \( q(\varphi_n(\omega_1), \omega_2) = q(\omega_2) \) and \( q(\omega_1, \varphi_n(\omega_2)) = dq(\omega_1) = q(\omega_2) \). Thus, \( \varphi_n \) is \( q \)-self-adjoint because \( q(\varphi_n(\omega_1), \omega_2) = q(\omega_2) \) and \( q(\omega_1, \varphi_n(\omega_2)) = dq(\omega_1) = q(\omega_2) \). Thus, \( \varphi_n \) and \( \omega \) fulfill the requirements of the proposition and we are reduced to prove the existence of \( \omega_1, \omega_2 \in \mathcal{K}_X \cap \text{NS}(X) \) with \( dq(\omega_1) = q(\omega_2) \).

Let \( W := \text{NS}(X) \oplus \text{NS}(X) \), let \( r : W \to \mathbb{Q} \) be the quadratic form defined by \( r(\alpha, \beta) := dq(\alpha) - q(\beta) \). We have to show that the intersection of \( Q := Z(r) \subset W \) with \( \mathcal{K}_X \times \mathcal{K}_X \) is non-empty. It is easily seen that \( r \) is a non-degenerate, indefinite quadratic form. Since the dimension \( n \) of \( W \) is at least 6, by [Se, Cor. I.IV.3.2] there exists \( w_0 \in W \) with \( r(w_0) = 0 \). But this implies that \( Q \) is dense in \( Q_{\mathbb{R}} := Z(r) \subset W_{\mathbb{R}} \) in the classical topology. Indeed, choose a basis of \( W \) such that \( w_0 = (1, 0, \ldots, 0) \). Then \( r \) is of the form \( r = \sum_{i,j \geq 2} a_{i,j}X_iX_j + \sum_{i \geq 2} b_iX_iX_1 \). Since \( r \) is non-degenerate, at least one of the \( b_i \) is non-zero. Now we define \( f : \mathbb{Q}^{n-1} \setminus Z(\sum b_iX_i) \to Q \) and \( f_{\mathbb{R}} : \mathbb{R}^{n-1} \setminus Z(\sum b_iX_i) \to Q_{\mathbb{R}} \) by the formula

\[
(x_2, \ldots, x_n) \mapsto \left( \frac{\sum_{i,j} a_{i,j} x_i x_j}{\sum_i b_i x_i}, x_2, \ldots, x_n \right).
\]

Then \( \text{im}(f_{\mathbb{R}}) = Q_{\mathbb{R}} \setminus (Z(\sum b_iX_i) \cap Q_{\mathbb{R}}) \) is dense in \( Q_{\mathbb{R}} \) in the classical topology. Here, we use that \( r \) is non-degenerate whence the complement of the intersection of a linear subspace of \( W_{\mathbb{R}} \) with \( Q_{\mathbb{R}} \) is dense in \( Q_{\mathbb{R}} \). Clearly \( \text{im}(f) \) is dense in \( \text{im}(f_{\mathbb{R}}) \) which proves that \( Q \) is dense in \( Q_{\mathbb{R}} \). In more geometric terms, we have used that the existence of \( w_0 \in Q \) induces a via projection with center \( w_0 \) a birational morphism \( Q \to \mathbb{Q}^{n-1} \).

Now, the intersection \( (\mathcal{K}_X \times \mathcal{K}_X) \cap Q_{\mathbb{R}} \) is a non-empty open subset of \( Q_{\mathbb{R}} \). It follows, that \( (\mathcal{K}_X \times \mathcal{K}_X) \cap Q \) is non-empty. This concludes the proof of the proposition. \( \square \)
Chapter 2

The Kuga–Satake correspondence

2.1 Kuga–Satake varieties and real multiplication

In this section, we study the Kuga–Satake variety of a polarized Hodge structure of primitive K3 type with real multiplication. As the main result of the section we show that this Abelian variety is isogenous to a self-product of a certain smaller Abelian variety. This result is a mild improvement of a result of van Geemen. It allows us to calculate the endomorphism algebra of the Kuga–Satake variety. This will be made explicit in a concrete example.

We start by recalling Clifford algebras and the definition of the Kuga–Satake variety. Next, we review the corestriction of algebras, a tool from the theory of central simple algebras which enters the game in the decomposition result. After stating the precise version of this theorem we are concerned with the somewhat lengthy and technical proof. In the last subsection we discuss examples.

2.1.1 Clifford algebras

Let $K$ be a field and let $(T,q)$ be a quadratic $K$-vector space. The Clifford algebra $C(q)$ is defined as the $K$-algebra

$$
(\bigoplus_{i \geq 0} T^{\otimes i})/I(q),
$$

where $I(q)$ is the two-sided ideal generated by elements of the form $t \otimes t - q(t)$ for $t \in T$. Choose an orthogonal basis $e_1, \ldots, e_n$ of $T$. Then as a $K$-vector space

$$
C(q) = \bigoplus_{a \in \{0,1\}^n} Ke_1^{a_1} \cdots e_n^{a_n},
$$
and
\[ e_i^2 = q(e_i) \quad \text{and} \quad e_i \cdot e_j = -e_j \cdot e_i \quad \text{for} \quad i \neq j. \]

There is a natural $K$-linear involution $\iota : C(q) \to C(q)$ which is induced by $e_1^{a_1} \cdots e_n^{a_n} \mapsto e_n^{a_n} \cdots e_1^{a_1}$.

Let $n = \dim_K T$. Then, the dimension of $C(q)$ as a $K$-vector space is $2^n$.

There is a natural decomposition
\[ C(q) = C^0(q) \oplus C^1(q), \]
where
\[ C^i(q) = \bigoplus_{a \in \{0,1\}^n : \sum_j a_j \equiv i \mod 2} Ke_1^{a_1} \cdots e_n^{a_n}. \]

Note that $C^0(q)$ is a subalgebra, the so-called even Clifford algebra, which is stable under $\iota$.

### 2.1.2 Spin group and spin representation

We keep the notations of the previous subsection. The spin group $\text{Spin}(q)$ of $q$ is an algebraic group over $K$ which has the property that for any field extension $L/K$ 
\[ \text{Spin}(q)(L) = \{ v \in (C^0(q_L))^* \mid v T_L v^{-1} \subset T_L \text{ and } v \cdot \iota(v) = 1 \}. \]
This group comes with two natural representations: By definition $\text{Spin}(q)(L)$ acts on $T_L$ via $(v,t) \mapsto vtv^{-1}$. It turns out that this action is orthogonal and with determinant 1 such that there is a homomorphism of algebraic groups
\[ \rho : \text{Spin}(q) \to \text{SO}(q). \]

The kernel of $\rho(L)$ consists of $\{\pm 1\}$ and $\rho(L)$ is surjective for algebraically closed fields $L$.

The spin representation is the natural (faithful) representation
\[ \text{Spin}(q) \hookrightarrow \text{GL}(C^0(q)) \]
where $v \in \text{Spin}(q)$ acts on $C^0(q)$ by left multiplication.

### 2.1.3 Graded tensor product

The graded tensor product $A \hat{\otimes}_K B$ of two $K$-superalgebras $A = A^0 \oplus A^1$ and $B = B^0 \oplus B^1$ is defined as the $K$-vector space $A \otimes B$ with $K$-algebra structure defined by $(a \otimes b) \cdot (a' \otimes b') = \epsilon(a a') \otimes (b b')$, where $\epsilon = -1$ if $a' \in A^1$ and $b \in B^1$ and $\epsilon = 1$ else.

If $(T, q) = \bigoplus_i (T_i, q_i)$, then one gets a natural isomorphism
\[ C(q) \simeq C(q_1) \hat{\otimes} \cdots \hat{\otimes} C(q_d). \quad (2.1) \]
2.1.4 Kuga–Satake varieties

Let \((T,q,\psi)\) be a polarized \(\mathbb{Q}\)-Hodge structure of primitive K3 type. Kuga and Satake [KS] found a way to associate to this a polarizable \(\mathbb{Q}\)-Hodge structure of weight one \((V,h)\), in other words an isogeny class of Abelian varieties, together with an inclusion of Hodge structures \(T \subset V \otimes V\).

The definition of the Kuga–Satake Hodge structure. Set \(V := C^0(q)\) and define a weight one Hodge structure on \(V\) in the following way: Choose \(f_1,f_2 \in (T^{2,0} \oplus T^{0,2})_\mathbb{R}\) such that \(C(f_1 + i f_2) = T^{2,0}\) and \(q(f_i,f_j) = \delta_{i,j}\) (recall that \(q|_{(T^{2,0} \oplus T^{0,2})_\mathbb{R}}\) is positive definite). Define \(J : V \rightarrow V, v \mapsto f_1 f_2 v\), then we see that \(J^2 = -\text{id}\). Now we can define a homomorphism of algebraic groups \(h_s : U(1) \rightarrow \text{GL}(V)_\mathbb{R}, \exp(xi) \mapsto \exp(xJ)\), and this induces the Kuga–Satake Hodge structure. One can check that \(h_s\) is independent of the choice of \(f_1, f_2\) (see [vG3, Lemma 5.5]).

A polarization of the Kuga–Satake Hodge structure. By choosing \(e_1, e_2 \in T\) orthogonal with \(q(e_i) > 0\) (such \(e_i\) exist since the signature of \(q\) is \((2+, (\dim(T) - 2)-)\)) one defines a polarization of \(V\) in the following way:

\[ V \times V \rightarrow \mathbb{Q}, (v,w) \mapsto \text{tr}(\pm(e_1 e_2 \iota(v)w)), \]

where \(\text{tr}(a)\) for \(a \in V\) is the trace of the \(K\)-linear map \(V \rightarrow V, v \mapsto a \cdot v\) and the sign has to be chosen in a suitable way (see [vG3, Prop. 5.9]).

The inclusion \(T \subset V \otimes V\). Choose an element \(t_0 \in T\) which is invertible in \(C(q)\). Then we define a map

\[ T(1) \rightarrow \text{End}(V), t \mapsto \{v \mapsto tvt_0\} \]

It is easily seen that this is an injective homomorphism of Hodge structures. Moreover, up to an isomorphism of the Hodge structure \(V\), this map is independent of the choice of \(t_0\). Composing this inclusion with the isomorphism of Hodge structures induced by the polarization \(\text{End}(V) \simeq (V \otimes V)(1)\) yields the inclusion of Hodge structures which we announced.

2.1.5 Corestriction of algebras

Let \(E/K\) be a finite, separable extension of fields of degree \(d\) and let \(A\) be an \(E\)-algebra. We use the notations of Section 1.1.5 with \(F = E\), so \(\tilde{E}\) is a normal closure of \(E\) over \(K\), \(\sigma_1,\ldots,\sigma_d\) is a set of representatives of \(G/H\) where \(G = \text{Gal}(\tilde{E}/K)\) and \(H = \text{Gal}(\tilde{E}/E)\).

For \(\sigma \in G\) define the twisted \(\tilde{E}\)-algebra as the ring

\[ A_\sigma := A \otimes_E \tilde{E} \]
which carries an $\tilde{E}$-algebra structure given by

$$\lambda \cdot (a \otimes e) = a \otimes \sigma^{-1}(\lambda)e.$$  

Note that $A_\sigma \simeq A \otimes_{\tilde{E}} E$.

Let $V$ be an $E$-vector space and $W$ an $\tilde{E}$-vector space, let $\sigma \in G$. A homomorphism of $K$-vector spaces $\varphi : V \to W$ is called $\sigma$-linear if $\varphi(\lambda v) = \sigma(\lambda)\varphi(v)$ for all $v \in V$ and $\lambda \in E$. If both, $V$ and $W$ are $E$-vector spaces, there is a similar notion of an $\sigma$-linear homomorphism.

**Lemma 2.1.5.1.** The map

$$\kappa_\sigma : A \to A_\sigma, \ a \mapsto a \otimes 1$$

is a $\sigma$-linear ring homomorphism and the pair $(A_\sigma, \kappa_\sigma)$ has the following universal property: For all $\tilde{E}$-algebras $B$ and for all $\sigma$-linear ring homomorphisms $\varphi : A \to B$ there exists a unique $\tilde{E}$-algebra homomorphism $\tilde{\varphi} : A_\sigma \to B$ making the diagram

$$\begin{array}{ccc}
A & \xrightarrow{\kappa_\sigma} & A_\sigma \\
\downarrow{\varphi} & \searrow{\tilde{\varphi}} & \\
B & & \\
\end{array}$$

commutative.

**Proof.** We only check the universal property. To give a $K$-linear map $\alpha : A \otimes_{\tilde{E}} \tilde{E} \to B$ is the same as to give a $K$-bilinear map $\beta : A \times \tilde{E} \to B$ satisfying

$$\beta(\lambda a, e) = \beta(a, \lambda e)$$

(2.2)

for all $a \in A, e \in \tilde{E}$ and $\lambda \in E$. These maps are related by the condition

$$\alpha(a \otimes e) = \beta(a, e).$$

Now given $\varphi$ as in the lemma, we define

$$\psi : A \times \tilde{E} \to B, \ (a, e) \mapsto \sigma(e)a.$$  

This is a $K$-bilinear map which satisfies (2.2) and therefore, it induces a $K$-linear map

$$\tilde{\varphi} : A \otimes_{\tilde{E}} \tilde{E} \to B, \ a \otimes e \mapsto \sigma(e)\varphi(a).$$

It is clear that $\tilde{\varphi}$ is a ring homomorphism and that it respects the $\tilde{E}$-algebra structures if we interpret $\tilde{\varphi}$ as a map $\tilde{\varphi} : A_\sigma \to B$. The uniqueness of this map is immediate.  

**Remark.** (i) The lemma shows that up to unique $\tilde{E}$-algebra isomorphism, the twisted algebra $A_\sigma$, depends only on the coset $\sigma_iH$. Indeed, for $\sigma \in \sigma_iH$ the
inclusion $A \hookrightarrow A_{\sigma_i}$ is $\sigma$-linear because $\sigma$ and $\sigma_i$ induce the same embedding of $E$ into $\tilde{E}$. By the lemma, there exists an $E$-algebra isomorphism $\alpha_{\sigma,\sigma_i} : A_\sigma \cong A_{\sigma_i}, \ a \otimes e \mapsto a \otimes \sigma_i^{-1}(e)$.  

(ii) In Section 1.1.5 we were in the situation $E = \mathbb{Q}(\alpha)$. There we discussed the splitting $E \otimes \mathbb{Q} \tilde{E} \simeq \bigoplus_i E[\sigma]/(X - \sigma_i(\alpha)) \simeq \bigoplus_i E_{\sigma_i}$ and we used the symbol $E_{\sigma_i}$ for the field $\tilde{E}$ with $E$-action via $e(x) = \sigma_i(e) \cdot x$. This is precisely our twisted $\tilde{E}$-algebra $E_{\sigma_i}$ on which $E$ acts via the inclusion $\kappa_{\sigma_i}$.

For $\tau \in G$ there is a unique $\tau$-linear ring isomorphism $\tau : A_{\sigma_i} \to A_{\tau \sigma_i}$ which extends the identity on $A \subset A_{\sigma_i}$ (in the sense that $\tau \circ \kappa_{\sigma_i} = \kappa_{\tau \sigma_i}$). This map is given as the composition of the following two maps: First apply the identity map $A_{\sigma_i} \to A_{\tau \sigma_i}$, $a \otimes e \mapsto a \otimes e$ which is a $\tau$-linear ring isomorphism. Then apply the isomorphism $\alpha_{\tau \sigma_i, \sigma_i}$ (by definition of the $G$-action on $\{1, \ldots, d\}$ we have $\tau \sigma_i \in \sigma_i H$). On simple tensors the map $\tau$ takes the form

$$a \otimes e \mapsto a \otimes \sigma_i^{-1} \tau \sigma_i(e). \quad (2.3)$$

These maps induce a natural action of $G$ on

$$Z_G(A) := A_{\sigma_1} \otimes_{\tilde{E}} \cdots \otimes_{\tilde{E}} A_{\sigma_d}$$

where

$$\tau((a_1 \otimes e_1) \otimes \cdots \otimes (a_d \otimes e_d))$$

$$= (a_{\tau^{-1} \sigma_i} \otimes \sigma_i^{-1} \tau \sigma_{\tau^{-1}i}(\tau^{-1} \sigma_i(e_{\tau^{-1}i}))) \otimes \cdots \otimes (a_{\tau^{-1}d} \otimes \sigma_i^{-1} \tau \sigma_{\tau^{-1}d}(\tau^{-1}d))). \quad (2.4)$$

By definition, the corestriction of $A$ to $K$ is the $K$-algebra of $G$-invariants in $Z_G(A)$

$$\text{Cores}_{E/K}(A) := Z_G(A)^G$$

(see [Dr] §8, Def. 2] or [Ti] 2.2).

Remark. (i) By [Dr] §8, Cor. 1] there is a natural isomorphism

$$\text{Cores}_{E/K}(A) \otimes_K \tilde{E} \simeq Z_G(A)$$

In particular, with $d = [E : K]$ one gets $\dim_K \text{Cores}_{E/K}(A) = (\dim_A(E))^d$.

(ii) Let $X = \text{Spec}(A)$ for a commutative $L$-algebra $A$. Then for any $K$-algebra $B$ we get a chain of isomorphisms, functorial in $B$

$$\text{Hom}_{K-\text{Alg}}(\text{Cores}_{E/K}(A), B) \simeq \left(\text{Hom}_{E-\text{Alg}}(Z_G(A), B \otimes_K \tilde{E})\right)^G \simeq \text{Hom}_{E-\text{Alg}}(A, B \otimes_K E).$$

Here, the last isomorphism is given by restricting $f \in \left(\text{Hom}_{E-\text{Alg}}(Z_G(A), B \otimes_K \tilde{E})\right)^G$ to $A \subset Z_G(A)$, where this inclusion
is given by $a \mapsto a \otimes 1$. (The image of this restriction is contained in the $H$-invariant part of $B \otimes_K \tilde{E}$ which is $B \otimes_K E$.) This map is an isomorphism, since $Z_G(A)$ is generated as an $\tilde{E}$-algebra by elements of the form $\sigma(a)$ with $a \in A$ and $\sigma \in G$.

It follows that

$$\text{Res}_{E/K}(\text{Spec}(A)) \simeq \text{Spec}(\text{Cores}_{E/K}(A)),$$

i.e. the Weil restriction of affine $E$-schemes is the same as the corestriction of commutative $E$-algebras.

### 2.1.6 The decomposition theorem

We will assume from now to the end of the section that $(T, h, q)$ is a polarized Hodge structure of primitive K3 type with $E = \text{End}_{\text{Hdg}}(T)$ a totally real number field.

Recall that in this case $T$ is an $E$-vector space which carries a natural $E$-valued quadratic form $Q$ (see 1.1.8). It was van Geemen (see [vG4, Prop. 6.3]) who discovered that the algebra $\text{Cores}_{E/Q}(C^0(Q))$ appears as a sub-Hodge structure in the Kuga–Satake Hodge structure of $(T, h, q)$. We are going to show that this contains all information on the Kuga–Satake Hodge structure.

**Theorem 2.1.6.1.** Denote by $(V, h_s)$ the Kuga–Satake Hodge structure of $(T, h, q)$.

(i) The special Mumford–Tate group of $(V, h_s)$ is the image of $\text{Res}_{E/Q}(\text{Spin}(Q))$ in $\text{Spin}(q)$ under a morphism $m$ of rational algebraic groups which after base change to $\tilde{E}$ becomes

$$m_{\tilde{E}} : \begin{cases} \text{Spin}(q_1) \times \ldots \times \text{Spin}(q_d) \to \text{Spin}(q)_{\tilde{E}} \\ (v_1, \ldots, v_d) \mapsto v_1 \cdot \ldots \cdot v_d. \end{cases}$$

(ii) Let $W := \text{Cores}_{E/Q}(C^0(Q))$. Then $W$ can be canonically embedded in $V$ and the image is $\text{SMT}(V)$-stable and therefore, it is a sub-Hodge structure. Furthermore, there is a (non-canonical) isomorphism of Hodge structures

$$V \simeq W^{2d-1}.$$

(iii) We have

$$\text{End}_{\text{Hdg}}(W) = \text{Cores}_{E/Q}(C^0(Q))$$

and consequently

$$\text{End}_{\text{Hdg}}(V) = \text{Mat}_{2d-1}(\text{Cores}_{E/Q}(C^0(Q))).$$

The proof will be given in Section 2.1.8. The theorem tells us that the Kuga–Satake variety $A$ of $(T, h, q)$ is isogenous to a self-product $B^{2d-1}$ of an Abelian variety $B$ with $\text{End}_Q(B) = \text{Cores}_{E/Q}(C^0(Q))$. Note that $B$ is not simple in general. We will see examples below where $B$ decomposes further.
2.1.7 Galois action on $C(q)_{\tilde{E}}$

By Section 1.1.5 there is a decomposition

$$(T, q)_{\tilde{E}} = \bigoplus_{i=1}^{d} (T_i, q_i).$$

This in turn yields an isomorphism

$$C(q)_{\tilde{E}} \cong C(q_1)_{\tilde{E}} \otimes \cdots \otimes C(q_d)_{\tilde{E}}.$$

If we forget the algebra structure and only look at $\tilde{E}$-vector spaces, we get

$$C(q)_{\tilde{E}} = \bigoplus_{a \in \{0, 1\}^d} C^{a_1}(q_1) \otimes \cdots \otimes C^{a_d}(q_d).$$

For $a \in \{0, 1\}^d$ define

$$C^a(q) = C^{a_1}(q_1) \otimes \cdots \otimes C^{a_d}(q_d).$$

We introduced an action of $G = \text{Gal}(\tilde{E}/\mathbb{Q})$ on $\{1, \ldots, d\}$ (see (1.10)). This induces an action

$$G \times \{0, 1\}^d \to \{0, 1\}^d, \quad (\tau, (a_1, \ldots, a_d)) \mapsto (a_{\tau^{-1}1}, \ldots, a_{\tau^{-1}d}). \quad (2.5)$$

The next lemma describes the Galois action on $C(q)_{\tilde{E}}$.

**Lemma 2.1.7.1.** (i) Via the map

$$C(q_i) \subset C(q)_{\tilde{E}}, \quad v_i \mapsto 1 \otimes \cdots \otimes v_i \otimes \cdots 1$$

we interpret $C(q_i)$ as a subalgebra of $C(q)_{\tilde{E}}$. Then the restriction of $\tau \in G$ to $C(q_i)$ induces an isomorphism of $\mathbb{Z}/2\mathbb{Z}$-graded $\mathbb{Q}$-algebras

$$\tau : (C(q_i)) \cong C(q_{\tau i}).$$

(ii) For $\tau \in G$ and $a \in \{0, 1\}^d$ we get

$$\tau(C^a(q)) = C^{\tau a}(q).$$

**Proof.** Tensor the natural inclusion $T \hookrightarrow C(q)$ with $\tilde{E}$ to get a $G$-equivariant inclusion

$$T \otimes_{\mathbb{Q}} \tilde{E} = \bigoplus_{i=1}^{d} T_i \to C(q)_{\tilde{E}}.$$

Using (1.11), we find for $t_i \in C(q_i)$ that $\tau(t_i) \in C(q_{\tau(i)})$. Now, $C(q_i)$ is spanned as a $\mathbb{Q}$-algebra by products of the form

$$t_1 \cdots t_k = \pm (1 \otimes \cdots \otimes t_1 \otimes \cdots \otimes 1) \cdots (1 \otimes \cdots \otimes t_k \otimes \cdots \otimes 1)$$
for \( t_1, \ldots, t_k \in T_i \). Since \( G \) acts by \( \mathbb{Q} \)-algebra homomorphisms on \( C(q)_E \), this implies (i).

Item (ii) is an immediate consequence of (i): The space \( C^a(q) \) is spanned as \( \mathbb{Q} \)-vector space by products of the form \( v_1 \cdot \ldots \cdot v_d = \pm v_1 \otimes \ldots \otimes v_d \) with \( v_i \in C^a(q_i) \). Then use again, that \( G \) acts by \( \mathbb{Q} \)-algebra homomorphisms. \( \Box \)

**Lemma 2.1.7.2.** For \( i \in \{1, \ldots, d\} \) the twisted algebra \( C^0(Q)_{\sigma_i} \) is canonically isomorphic as an \( E \)-algebra to \( C^0(q_i) \). Thus

\[
Z_G(C^0(Q)) \simeq C^0(q_1) \otimes_E \ldots \otimes_E C^0(q_d).
\]

On both sides there are natural \( G \)-actions: On the left hand side \( G \) acts via the action introduced in (2.4), whereas on the right hand side it acts via the restriction of its action on \( C(q)_E \) (use Lemma 2.1.7.1). Then the above isomorphism is \( G \)-equivariant.

**Proof.** Fix \( i \in \{1, \ldots, d\} \). The composition of the canonical inclusion \( C^0(Q) \subset C^0(q_1) \simeq C^0(Q)_E \) with the restriction to \( C^0(Q) \) of the map \( \sigma_i : C(q_1) \to C(q_i) \) from Lemma 2.1.7.1 induces a \( \sigma_i \)-linear ring homomorphism

\[
\varphi_i : C^0(Q) \hookrightarrow C^0(q_i).
\]

By Lemma 2.1.5.1 we get an \( E \)-algebra homomorphism

\[
\tilde{\varphi}_i : C^0(Q)_{\sigma_i} \to C^0(q_i).
\]

Recall that there are inclusions \( \iota_i : T \hookrightarrow T_i \) (see (1.13)) which satisfy \( \sigma \circ \iota_i = \iota_{\sigma_i} \) (see (1.14)). Let \( t_1, \ldots, t_m \in T \) such that \( \iota_1(t_1), \ldots, \iota_1(t_m) \) form a \( q_1 \)-orthogonal basis of \( T_1 \). Then the vectors \( \iota_i(t_1), \ldots, \iota_i(t_m) \) form an \( q_i \)-orthogonal basis of \( T_i \) (use (1.15)). By definition of \( \tilde{\varphi}_i \)

\[
\tilde{\varphi}_i (\iota_1(t_1)^{i_1} \cdot \ldots \cdot \iota_1(t_m)^{i_m}) = \iota_i(t_1)^{i_1} \cdot \ldots \cdot \iota_i(t_m)^{i_m}. \tag{2.6}
\]

This implies that \( \tilde{\varphi}_i \) maps an \( \tilde{E} \)-basis of \( C(q_1) \) onto an \( \tilde{E} \)-basis of \( C(q_i) \), whence \( \tilde{\varphi}_i \) is an isomorphism of \( \tilde{E} \)-algebras.

As for the \( G \)-equivariance, we have to check that for all \( \tau \in G \) the diagram

\[
\begin{array}{ccc}
C^0(Q)_{\sigma_i} & \xrightarrow{\tilde{\varphi}_i} & C^0(q_i) \\
\downarrow \tau & & \downarrow \tau \\
C^0(Q)_{\sigma_{\tau i}} & \xrightarrow{\tilde{\varphi}_{\tau i}} & C^0(q_{\tau i})
\end{array}
\]

is commutative. It is enough to check this on an \( \tilde{E} \)-basis of \( C^0(Q)_{\sigma_i} \) because the vertical maps are both \( \tau \)-linear whereas the horizontal ones are \( \tilde{E} \)-linear.
Since $\tau : C^0(Q)_{\sigma_i} \to C^0(Q)_{\sigma_i}$ was defined as the extension of the identity map on $C^0(Q) \subset C^0(Q)_{\sigma_i}$, we have

$$\tilde{\varphi}_{\tau_i} \circ \tau (t_1(t_1)^{i_1} \cdots t_1(t_m)^{i_m}) = \tilde{\varphi}_{\tau_i} (t_1(t_1)^{i_1} \cdots t_1(t_m)^{i_m})$$

$$= \tau_1(t_1)^{i_1} \cdots \tau_1(t_m)^{i_m}$$

$$= (\tau \circ t_1)(t_1)^{i_1} \cdots (\tau \circ t_m)(t_m)^{i_m}$$

$$= \tau (t_1(t_1)^{i_1} \cdots t_1(t_m)^{i_m})$$

$$= \tau \circ \tilde{\varphi}_1 (t_1(t_1)^{i_1} \cdots t_m(t_m)^{i_m}).$$

This completes the proof of the lemma.

2.1.8 Proof of the decomposition theorem

Proof of (i). Recall from 2.1.2 that the spin representation realizes Spin($q$) via left multiplication as a subgroup of GL($C^0(q)$). By [vG3, Prop. 6.3], there is a commutative diagram

$$\begin{array}{ccc}
U(1) & \xrightarrow{h_s} & Spin(q)_R \\
\| & & \| \\
U(1) & \xrightarrow{h} & SO(q)_R.
\end{array}$$

(Van Geemen works with the Mumford–Tate group, therefore he gets a factor $t^2$ in 6.3.2. This factor is 1 if one restricts the attention to the special Mumford–Tate group, moreover it is then clear that $h_s(C^*) \subset CSpin(q) = \{v \in C^0(q)^* \mid vTv^{-1} \subset T\}$ implies $h_s(U(1)) \subset Spin(q).$)

Claim: There is a Cartesian diagram

$$\begin{array}{ccc}
SMT(V) & \longrightarrow & Spin(q) \\
\rho|_{SMT(V)} & & \downarrow \rho \\
SMT(T) & \longrightarrow & SO(q).
\end{array}$$

where the horizontal maps are appropriate factorizations of the inclusions $SMT \subset GL$ whose existence is guaranteed by (2.7) resp. by Theorem 1.1.8.1

Proof of the claim. It is clear by looking at (2.7) and the definition of the special Mumford–Tate group that

$SMT(V) \subset SMT(T) \times_{SO(q)} Spin(q).$

In the same way we see that

$SMT(T) \subset \rho(SMT(V))$
and hence we have a chain of inclusions

$$\text{SMT}(V) \subset \text{SMT}(T) \times_{\text{SO}(q)} \text{Spin}(q) \subset \rho(\text{SMT}(V)) \times_{\text{SO}(q)} \text{Spin}(q).$$

But over any field, the kernel of $\rho$ consists of $\{\pm 1\} \subset \text{SMT}(V)$ (because $h_s(-1) = -1$) and thus

$$\text{SMT}(V) = \rho(\text{SMT}(V)) \times_{\text{SO}(q)} \text{Spin}(q).$$

This proves the claim. (Claim) $\square$

To continue the proof of (i) we have to define the morphism of rational algebraic groups

$$m : \text{Res}_{E/Q}(\text{Spin}(Q)) \to \text{Spin}(q).$$

For that sake, note first that there is a natural isomorphism of $\tilde{E}$-algebras

$$C^0(Q) \otimes_Q \tilde{E} \simeq C^0(Q) \otimes_E (E \otimes_Q \tilde{E})$$

$$\simeq \bigoplus_i C^0(Q) \otimes_E E_{\sigma_i}$$

$$\simeq \bigoplus_i C^0(Q)_{\sigma_i}$$

$$\simeq C^0(q_1) \oplus \ldots \oplus C^0(q_d) \quad (2.8)$$

where we use the notations of Section 2.1.5 and for the last identification Lemma 2.1.7.2. Consider the natural $G$-action on $C^0(q_1) \oplus \ldots \oplus C^0(q_d)$ given by

$$(\tau, (v_1, \ldots, v_d)) \mapsto (\tau v_{\tau^{-1}1}, \ldots, \tau v_{\tau^{-1}d}).$$

On $C^0(Q) \otimes_Q \tilde{E}$, the Galois group $G$ acts by its natural action on $\tilde{E}$. Then the identification made in (2.8) is $G$-equivariant and we get an isomorphism of $\mathbb{Q}$-vector spaces

$$C^0(Q) \simeq (C^0(q_1) \oplus \ldots \oplus C^0(q_d))^G$$

$$v \mapsto (\sigma_1(v), \ldots, \sigma_d(v)).$$

Now, look at the morphism of $\tilde{E}$-affine spaces

$$C^0(q_1) \oplus \ldots \oplus C^0(q_d) \to C^0(q)_E$$

$$(v_1, \ldots, v_d) \mapsto v_1 \cdot \ldots \cdot v_d.$$ 

This morphism is $G$-equivariant on the $\tilde{E}$-points and hence it comes from a morphism

$$\text{Res}_{E/Q} C^0(Q) \to C^0(q).$$
The restriction of this latter to $\text{Res}_{E/Q}(\text{Spin}(Q))$ is the morphism $m$ we are looking for. It is a morphism of algebraic groups which after base change to $\tilde{E}$ it takes the form

$$m_{\tilde{E}} : \left\{ \begin{array}{c} \text{Res}_{E/Q}(\text{Spin}(Q))_{\tilde{E}} = \text{Spin}(q_1) \times \ldots \times \text{Spin}(q_d) \to \text{Spin}(q)_{\tilde{E}} \\ (v_1, \ldots, v_d) \mapsto v_1 \cdot \ldots \cdot v_d. \end{array} \right.$$ 

It remains to show that the image of $m$ in $\text{Spin}(q)$ is $\text{SMT}(V)$. Using the claim we have to show that the following diagram exists and that it is Cartesian

$$\begin{array}{ccc} \text{im}(m) & \longrightarrow & \text{Spin}(q) \\
\rho \downarrow & & \downarrow \rho \\
\text{Res}_{E/Q}(\text{SO}(Q)) & \longrightarrow & \text{SO}(q). \end{array} \quad (2.9)$$

Here, the lower horizontal map is the one coming from Zarhin’s Theorem 1.1.8.1. It is enough to study (2.9) on $\mathbb{Q}$-points. It is easily seen that over $\tilde{E} \subset \overline{\mathbb{Q}}$ the composition $\rho \circ m$ factorizes over $\rho_1 \times \ldots \times \rho_d : \text{Spin}(q_1) \times \ldots \times \text{Spin}(q_d) \to \text{SO}(q_1) \times \ldots \times \text{SO}(q_d) \subset \text{SO}(q)_{\tilde{E}}$. This shows that (2.9) exists. Moreover we see that $\rho_{\text{im}(m)}$ surjects onto $\text{SMT}(T)(\overline{\mathbb{Q}})$ because $\rho_1 \times \ldots \times \rho_d$ does so. Since $\ker(\rho) = \{ \pm 1 \} \subset \text{im}(m)$, the diagram (2.9) is Cartesian. This completes the proof of (i). $(i)$

Proof of (ii). Choose $a_0 = (0, \ldots, 0), \ldots, a_r \in \{0,1\}^d$ such that

$$\left\{ a \in \{0,1\}^d \mid \sum_i a_i \equiv 0 \pmod{2} \right\} = G a_0 \sqcup \ldots \sqcup G a_r,$$

where $G$ acts on $\{0,1\}^d$ via the action introduced in (2.5). Let $G_{a_j} \subset G$ be the stabilizer of $a_j$. Then

$$C^0(q)_{\tilde{E}} = \bigoplus_{j=0}^r \left( \bigoplus_{[r] \in G/G_{a_j}} C^{\tau a_j}(q) \right) \quad (2.10)$$

with $D^{a_j} = \bigoplus_{[r] \in G/G_{a_j}} C^{\tau a_j}(q)$.

By Lemma 2.1.7.1 this is a decomposition of $G$-modules. Moreover, recall that $\text{Spin}(q_1) \times \ldots \times \text{Spin}(q_d)$ acts on $C^0(q)_{\tilde{E}}$ by sending $(v_1, \ldots, v_d)$ to the endomorphism of $C^0(q)_{\tilde{E}}$ given by left multiplication with $m(v_1, \ldots, v_d) =$
$v_1 \cdot \ldots \cdot v_d$. Under this action each $C^a(q)$ is $(\text{Spin}(q_1) \times \ldots \times \text{Spin}(q_d))$-stable. Thus, by (i) the decomposition (2.10) is also a decomposition of SMT($V(\tilde{E})$)-modules.

Denote by

$$R := D^{a_0} = C^{a_0}(q) = C^0(q_1) \otimes_{\tilde{E}} \ldots \otimes_{\tilde{E}} C^0(q_d).$$

By Lemma 2.1.7.2, using the notations of Section 2.1.5 we have

$$R = Z_G(C^0(Q))$$

as $G$-modules and hence $R^G = \text{Cores}_{E/Q}(C^0(Q))$.

Denote by $d_j = \sharp(G/G_{a_j})$ and choose a set of representatives $\mu_1, \ldots, \mu_{d_j}$ of $G/G_{a_j}$ in $G$. We consider three group actions on $R^{\oplus d_j}$:

- First there is a natural $(\text{Spin}(q_1) \times \ldots \times \text{Spin}(q_d))$-action which is just the diagonal action of the one on $R$.
- Let $\alpha : G \times R^{\oplus d_j} \to R^{\oplus d_j}$ be the diagonal action of the $G$-action on $R$.
- Finally define the $G$-action $\beta$ by

$$\beta : \left\{ \begin{array}{l}
G \times \bigoplus_{l=1}^{d_j} R_{[\mu_l]} \to \bigoplus_{l=1}^{d_j} R_{[\mu_l]} \\
(\tau, (r_{[\mu_1]}, \ldots, r_{[\mu_{d_j}]}) \mapsto (\tau r_{[\tau^{-1}\mu_1]}, \ldots, \tau r_{[\tau^{-1}\mu_{d_j}]}).
\end{array} \right.$$ 

Now we will proceed in two steps:

(a) We show that $D^{a_0}$ is isomorphic as $G$-module and as $(\text{Spin}(q_1) \times \ldots \times \text{Spin}(q_d))$-module to $R^{\oplus d_j}$ where $G$ acts on the latter via $\beta$.

(b) We show that $R^{\oplus d_j}$ is isomorphic as $G$-module and as $(\text{Spin}(q_1) \times \ldots \times \text{Spin}(q_d))$-module with $G$ acting via $\alpha$ to $R^{\oplus d_j}$ with $G$ acting via $\beta$.

Note that neither of these two isomorphisms is canonical. Once (a) and (b) are proved, we have an isomorphism

$$V_{\tilde{E}} = C^0(q) \otimes_{\tilde{E}} \simeq R^{\oplus 2^{d-1}}$$

of $G$-modules and of SMT($V(\tilde{E})$)-modules, $G$ acting diagonally on the right hand side. Here we use that

$$\sum_j d_j = \sharp \left\{ a \in \{0, 1\}^d \mid \sum_i a_i \equiv 0 \ (2) \right\} = 2^{d-1}.$$ 
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The proof of (ii) is then accomplished by passing to \( G \)-invariants.

**Proof of (a).** Denote by \( F_j \) the field \( \tilde{E}^{G_{a_j}} \). As \( C^{a_j}(q) \subset D^{a_j} \) is \( G_{a_j} \)-stable, \( C^{a_j}(q) = W_j \otimes_{F_j} \tilde{E} \) for some \( F_j \)-vector space \( W_j \). Since \( C^{a_j} \) contains units in \( C(q)_{\tilde{E}} \), so does \( W_j \subset C^{a_j} \). (Very formally: There is a linear map \( C^{a_j} \to \text{End}(C(q)_{\tilde{E}}) \), \( w \mapsto \{ v \mapsto v \cdot w \} \) which is defined over \( F_j \). The image of this map over \( \tilde{E} \) intersects the Zariski-open subset of automorphisms of \( C(q)_{\tilde{E}} \), hence this must happen already over \( F_j \).

Choose a unit \( w_j \in W_j \). Then for \( \tau \in G \), since \( w_j \) is \( G_{a_j} \)-invariant, \( \tau w_j \in C^{a_j}(q) \) depends only on the coset \( \tau G_{a_j} \) and is again a unit in \( C(q)_{\tilde{E}} \).

Define an isomorphism of \( \tilde{E} \)-vector spaces

\[
\varphi : \bigoplus_{l=1}^{d_j} C^{a_j}(q) \to \bigoplus_{l=1}^{d_j} R_{[\mu_l]}
\]

\[
(v_{\mu_1}, \ldots, v_{\mu_{d_j}}) \mapsto (v_{\mu_1} \cdot \mu_1(w_j), \ldots, v_{\mu_{d_j}} \cdot \mu_{d_j}(w_j)).
\]

This map is clearly \((\text{Spin}(q_1) \times \ldots \times \text{Spin}(q_d))\) equivariant since this group acts by multiplication on the left whereas we multiply on the right.

As for the \( G \)-equivariance (\( G \) acting via \( \beta \) on the right hand side), we find for \((v_{[\mu_1]}, \ldots, v_{[\mu_{d_j}]}) \in D^{a_j} \) and \( \tau \in G \):

\[
\varphi(\tau(v_{[\mu_1]}, \ldots, v_{[\mu_{d_j}]}) = \varphi(\tau v_{[\tau^{-1}\mu_1]}, \ldots, \tau v_{[\tau^{-1}\mu_{d_j}})
\]

\[
= (\tau v_{[\tau^{-1}\mu_1]} \cdot \mu_1 w_j, \ldots, \tau v_{[\tau^{-1}\mu_{d_j}}} \cdot \mu_{d_j} w_j)
\]

\[
= (\tau(v_{[\tau^{-1}\mu_1]} \cdot \tau^{-1} \mu_1 w_j), \ldots, \tau(v_{[\tau^{-1}\mu_{d_j}}} \cdot \tau^{-1} \mu_{d_j} w_j)
\]

\[
= \beta(\tau, (v_{[\mu_1]} \cdot \mu_1 w_j, \ldots, v_{[\mu_{d_j}]} \cdot \mu_{d_j} w_j))
\]

\[
= \beta(\tau, \varphi([\mu_1], \ldots, v_{[\mu_{d_j}]})).
\]

Here we used in the penultimate equality that \( \tau w_j \) depends only on the coset \( \tau G_{a_j} \). This proves (a). \( \square \)

**Proof of (b).** Choose a \( \mathbb{Q} \)-basis \( f_1, \ldots, f_{d_j} \) of \( F_j \). For \( i = 1, \ldots, d_j \) define an \( \tilde{E} \)-vector space homomorphism by

\[
\psi_i : \bigoplus_{l=1}^{d_j} R_{[\mu_l]} \to R_{[\mu_i]}(f_i) \times_r \mu_{d_j} f_i \cdot r)
\]

As \((\text{Spin}(q_1) \times \ldots \times \text{Spin}(q_d))\) acts by \( \tilde{E} \)-linear automorphisms on \( R \), the \( \psi_i \) are equivariant for the Spin-action.
Let’s show that $\psi_i$ is $G$-equivariant, $G$ acting on the right hand side via $\beta$. For $\tau \in G$ and $r \in R$ we get

$$\psi_i(\tau r) = (\mu_1(f_i) \cdot \tau r, \ldots, \mu_d(f_i) \cdot \tau r) = \beta(\tau, (\mu_1(f_i) \cdot r, \ldots, \mu_d(f_i) \cdot r)) = \beta(\tau, \psi_i(r)).$$

Once more, we used the fact that $\sigma f_i$ depends only on the coset $\sigma G_{\alpha_i}$.

Finally, using Artin’s independence of characters (see [L, Thm. VI.4.1]), we get

$$\det((\mu_l(f_i))_{l,i}) \neq 0.$$ 

Consequently, the map

$$\bigoplus_{i=1}^{d_j} \psi_i : R^{\oplus d_j} \to R^{\oplus d_j}$$

is an isomorphism which has the equivariance properties we want and (b) is proved. (b) and (ii) ⊙

Proof of (iii). By [1.4] we have to show that

$$\text{End}_{\text{SMT}(V)}(W) = \text{Cores}_{E/Q}(C^0(Q)).$$

Denote by $g$ the Lie algebra of SMT($V$). Then

$$\text{End}_{\text{SMT}(V)}(W) = \text{End}_g(W) = \{ f \in \text{End}_Q(W) \mid Xf - fX = 0 \text{ for all } X \in g \}.$$

Since for any field extension $K/Q$ we have $\text{Lie}(\text{SMT}(V)_K) = g \otimes Q K$ this implies that

$$\text{End}_{\text{SMT}(V)_K}(W_K) = \text{End}_{\text{SMT}(V)}(W) \otimes Q K.$$  \hspace{1cm} (2.11)

Now $\text{SMT}(V)(\overline{E}) = \text{Spin}(q_1) \times \ldots \times \text{Spin}(q_d)(\overline{E})$ acts on $W_{\overline{E}} = C^0(q_1) \otimes \ldots \otimes C^0(q_d)$ by factorwise left multiplication:

$$((v_1, \ldots, v_d), w_1 \otimes \ldots \otimes w_d) \mapsto (v_1 \cdot w_1) \otimes \ldots \otimes (v_d \cdot w_d).$$

Therefore, using multiplication on the right, we get an inclusion

$$(C^0(q_1) \otimes \ldots \otimes C^0(q_d))^{\text{op}} \hookrightarrow \text{End}_{\text{SMT}(V)(\overline{E})}(W_{\overline{E}})$$

$$w \mapsto \{w' \mapsto w' \cdot w\}.$$ 

Now, $(C^0(q_1) \otimes \ldots \otimes C^0(q_d))^{\text{op}} \simeq C^0(q_1)^{\text{op}} \otimes \ldots \otimes C^0(q_d)^{\text{op}} \simeq C^0(q_1) \otimes \ldots \otimes C^0(q_d)$ and hence passing to $G$-invariants we have an inclusion

$$\text{Cores}_{E/Q}(C^0(Q)) \hookrightarrow \text{End}_{\text{SMT}(V)(Q)}(W).$$  \hspace{1cm} (2.12)
We will now show that this is an isomorphism over $\tilde{E}$. Using (2.11) and comparing dimensions this will prove (iii).

To show that (2.12) is an isomorphism over $\tilde{E}$ we have to determine the $\text{Spin}(q_1) \times \cdots \times \text{Spin}(q_d)$-invariants in

$$\text{End}_{\tilde{E}} \left( C^0(q_1) \otimes \cdots \otimes C^0(q_d) \right) = \text{End}_{\tilde{E}} C^0(q_1) \otimes \cdots \otimes \text{End}_{\tilde{E}} C^0(q_d).$$

Using the next lemma inductively, this is equal to

$$\text{End}_{\text{Spin}(q_1)} C^0(q_1) \otimes \cdots \otimes \text{End}_{\text{Spin}(q_d)} C^0(q_d).$$

Now by [vG3, Lemma 6.5], $\text{End}_{\text{Spin}(q_i)} C^0(q_i) = C^0(q_i)$. This proves (iii). \(\square\)

**Lemma 2.1.8.1.** Let $G$ and $H$ be two reductive linear algebraic groups over a field $K$ of characteristic 0. Let $M$ resp. $N$ be finite-dimensional representations over $K$ of $G$ resp. $H$. Then

$$(M \otimes_K N)^{G \times H} = M^G \otimes_K N^H.$$

**Proof.** Decompose $M = \bigoplus_i M_i$ and $N = \bigoplus_j N_j$ in irreducible representations. Then $M_i \otimes N_j$ is an irreducible representation of $G \times H$ since fixing $0 \neq m_0 \in M_i$ and $0 \neq n_0 \in N_i$ the orbit $(G \times H) m_0 \otimes n_0$ generates $M_i \otimes N_j$.

To conclude the proof note that the space of invariants is the direct sum of trivial one-dimensional, irreducible sub representations. \(\square\)

### 2.1.9 Central simple algebras

In this section we review quickly the definition of the Brauer group of a field and state the famous Brauer–Hasse–Noether theorem. Good references for the basic definitions here are [GS, Ch. 2] and [Dr].

Let $k$ be a field of characteristic $\neq 2$. A **central simple algebra** over $k$ is a finite-dimensional $k$-algebra with center $k$ that has no nontrivial two-sided ideals. By Wedderburn’s theorem, any central simple $k$-algebra is of the form $M_n(D)$ where $n$ is an integer and $D$ a uniquely determined central division algebra over $k$.

Let $A \simeq M_n(D)$ and $B \simeq M_l(D')$ be two central simple algebras where $D$ and $D'$ are central division algebras. The algebras $A$ and $B$ are called **Brauer-equivalent** (write $A \sim B$) if $D \sim D'$. In this way we obtain an equivalence relation on the set of central division algebras over $k$. The set of equivalence classes carries a natural structure of a commutative group, induced by the tensor product of $k$-algebras. The unit element is the class of $\text{Mat}_r(k)$ for any $r \geq 1$. The resulting group is called the **Brauer group of $k$**.

The class of any central simple algebra $A$ in the Brauer group has finite order, this number is called the **exponent of $A$** and denoted by $e(A)$. Write
$A \simeq \text{Mat}_n(D)$ for a central division algebra $D$, let $d^2$ be the $k$-dimension of $D$ (the dimension of any central simple algebra is a square since it becomes isomorphic to a matrix algebra after base change). Then $d$ is the index of $A$, denoted by $i(A)$. We have $e(A) | i(A)$.

Let $K/k$ be a cyclic extension of degree $n$, let $\sigma$ be a generator of the Galois group $\text{Gal}(K/k)$, let $a \in \kappa^*$. There is a central simple $k$-algebra $(\sigma, a, K/k)$ which as a $k$-algebra is generated by $K$ and an element $y \in (\sigma, a, K/k)$ such that

$$y^n = a \quad \text{and} \quad r \cdot y = y \cdot \sigma(r) \quad \text{for} \quad r \in K.$$ 

This algebra is called the cyclic algebra associated with $\sigma, a$ and $K/k$. A cyclic algebra over $k$ of dimension 4 is a quaternion algebra.

**Theorem 2.1.9.1** (Brauer, Hasse, Noether [BHN]). Let $k$ be an algebraic number field. Then any central division algebra $A$ over $k$ is a cyclic algebra (for an appropriate cyclic extension $K/k$ and $\sigma$ and $a$ as above). Moreover, the exponent and the index of $A$ coincide. In particular, a central division algebra of exponent 2 is a quaternion algebra.

## 2.1.10 An example

We continue to assume that $(T, h, q)$ is a polarized Hodge structure of primitive K3 type with $E = \text{End}_{\text{Hdg}}(T)$ a totally real number field of degree $d$ over $\mathbb{Q}$. By Corollary 1.1.8.2 we have $\dim_{E} T \geq 3$. We will consider now the case that $\dim_{E} T = 3$.

Then $T_1$ is a 3-dimensional $\tilde{E}$-vector space with quadratic form $q_1$ of signature $(2^+, 1^-)$. The 3-dimensional quadratic spaces $(T_2, q_2), \ldots, (T_d, q_d)$ are negative definite. This implies that

$$C^0(q_1)_{\mathbb{R}} = \text{Mat}_2(\mathbb{R}) \quad \text{and} \quad C^0(q_i)_{\mathbb{R}} = \mathbb{H} \quad \text{for} \quad i \geq 2$$

(see [vG3, Thm. 7.7]). Since

$$\text{Cores}_{E/\mathbb{Q}}(C^0(Q)) \otimes_{\mathbb{Q}} \tilde{E} = Z_G(C^0(Q)) = C^0(q_1) \otimes \tilde{E} \cdots \otimes \tilde{E} C^0(q_d)$$

we get

$$\text{Cores}_{E/\mathbb{Q}}(C^0(Q)) \otimes_{\mathbb{Q}} \mathbb{R} = \text{Mat}_2(\mathbb{R}) \otimes_{\mathbb{R}} \mathbb{H} \otimes_{\mathbb{R}} \cdots \otimes_{\mathbb{R}} \mathbb{H}.$$ 

Now, since $\mathbb{H} \otimes \mathbb{H} \simeq \text{Mat}_4(\mathbb{R})$ this becomes

$$\text{Cores}_{E/\mathbb{Q}}(C^0(Q)) \otimes_{\mathbb{Q}} \mathbb{R} \simeq \begin{cases} \text{Mat}_{2d-1}(\mathbb{H}) & \text{for even} \ d \\ \text{Mat}_{2d}(\mathbb{R}) & \text{for odd} \ d. \end{cases} \quad (2.13)$$

On the other hand, the corestriction induces a homomorphism of Brauer groups

$$\text{cores} : \text{Br}(E) \to \text{Br}(\mathbb{Q})$$
(cf. [Dr] §9, Thm. 5). By the Brauer–Hasse–Noether Theorem there exists a (possibly split) quaternion algebra $D$ over $\mathbb{Q}$ with
\[ \text{Cores}_{\mathbb{Q}}(C^0(Q)) \simeq \text{Mat}_{2d-1}(D). \] (2.14)
Combining (2.13) with (2.14) we see that $D$ is a definite quaternion algebra over $\mathbb{Q}$ in case $d$ is even and an indefinite quaternion algebra in case $d$ is odd. The endomorphism algebra of a Kuga–Satake variety of $(T,h,q)$ is $\text{Mat}_{2d-2}(D)$. Since the dimension of a Kuga–Satake variety is $2^{\dim E(T)-2} = 2^{3d-2}$, we have proved

**Corollary 2.1.10.1.** Let $(T,q,h)$ be a polarized Hodge structure of primitive $K3$ type with $E = \text{End}_{\text{Hdg}}(T)$ a totally real number field of degree $d$ over $\mathbb{Q}$. Assume that $\dim E(T) = 3$. Then for any Kuga–Satake variety $A$ of $(T,h,q)$ there exists an isogeny $A \sim B^{2d-2}$ where $B$ is a $2d$-dimensional Abelian variety.

If $d$ is even, $B$ is a simple Abelian variety of type III, i.e. $\text{End}_{\mathbb{Q}}(B) = D$ for a definite quaternion algebra $D$ over $\mathbb{Q}$.

If $d$ is odd, $B$ has endomorphism algebra $\text{End}_{\mathbb{Q}}(B) = D$ for an indefinite (possibly split) quaternion algebra $D$ over $\mathbb{Q}$.

**Remark.** (i) In the case $d = 2$ and $\dim E(T) = 3$, van Geemen showed in [vG4, Prop. 5.7] that the Kuga–Satake variety of $T$ is isogenous to a self-product of an Abelian fourfold with definite quaternion multiplication and Picard number 1. It is this case which will be of interest in the next section.

(ii) The case $d = \dim E(T) = 3$ was also treated by van Geemen (see [vG4, 5.8 and 6.4]). He considers the case $D \simeq \text{Mat}_2(\mathbb{Q})$ and relates this to work of Mumford and Galluzzi. Note that in this case the Abelian variety $B$ of the corollary is not simple.

**Example.** In [vG4, 3.4], van Geemen constructs concretely a one-dimensional family of six-dimensional $K3$ type Hodge structures with real multiplication by a quadratic field $E = \mathbb{Q}(\sqrt{d})$ for some square-free integer $d > 0$ which can be written in the form $d = c^2 + e^2$ for rational $c, e > 0$. These Hodge structures are realized as the transcendental lattice of certain $K3$ surfaces which are double covers of $\mathbb{P}^2$, see section 2.2. Pick a member $S$ of this family. Then $T(S) \otimes \mathbb{Q}$ splits in the direct sum of two three-dimensional $E$-vector spaces $T_1$ and $T_2$. It turns out that the quadratic space $(T_1, q_1) = (T_1, Q)$ is isometric to $(E^3, \sqrt{d}X_1^2 + \sqrt{d}X_2^2 - (d - \sqrt{dc})X_3^2)$. Consequently
\[ C^0(Q) = (-d, \sqrt{d}(d - \sqrt{dc}))_E \simeq (-1, \sqrt{d} - c)_E. \]
Here for $a,b \in E^*$, the symbol $(a,b)_E$ denotes the quaternion algebra over $E$ generated by elements $1, i$ and $j$ subject to the relations $i^2 = a, j^2 = b$ and $ij = -ji$ (see [vG3, Ex. 7.5]).
The projection formula for central simple algebras (see [T1, Thm. 3.2]) implies that

\[
\text{Cores}_{E/Q}(C^0(Q)) \simeq (-1, N_{E/Q}(\sqrt{d} - c))_Q \\
\simeq (-1, c^2 - d)_Q \simeq (-1, -e^2)_Q \simeq (-1, -1)_Q
\]

which are simply Hamilton’s quaternions over \(\mathbb{Q}\). Hence, a Kuga–Satake \(A\) variety for \(T(S)\) is isogenous to a self-product \(B^4\) where \(B\) is a simple Abelian fourfold with \(\text{End}_\mathbb{Q}(B) = (-1, -1)_\mathbb{Q}\).
2.2 Double covers of $\mathbb{P}^2$ branched along six lines

In this section we use the results of the preceding section to investigate double covers of $\mathbb{P}^2$ which are branched along six lines. These K3 surfaces have been studied extensively by various people. Paranjape [P] discovered a very beautiful geometric explanation of the Kuga–Satake correspondence. Matsumoto, Sasaki and Yoshida [MSY] studied in a long paper the period map and its monodromy for the four-dimensional family of such surfaces.

We start by recalling the description of the transcendental lattice and the image of the period map. We use this to list all possible endomorphism algebras of the transcendental lattice of such a surface. As already van Geemen showed, the moduli space of such double covers contains countably many curves parameterizing K3 surfaces with real multiplication by a quadratic totally real field. As we know by a result of Lombardo that the Kuga–Satake variety of a K3 surface in our family is of Weil type, we include a subsection on such Abelian varieties. The decomposition theorem of the preceding section then implies that in the case of real multiplication the Kuga–Satake variety has quaternion multiplication. Luckily, the space of quaternion Weil cycles for these Abelian varieties is known to be algebraic in view of work of Schoen and van Geemen. We apply this to prove the main result of this chapter which says that the Hodge conjecture is true for self-products of K3 surfaces which are double covers of $\mathbb{P}^2$ ramified along six lines.

2.2.1 The transcendental lattice

Consider a K3 surface $S$ with a finite morphism $p : S \to \mathbb{P}^2$ such that the branch locus of $\pi$ is the union of six lines in general position.

The Néron–Severi group of $S$ contains the 15 classes $e_1, \ldots, e_{15}$ corresponding to the exceptional divisors over the intersection points of the six lines. Let $h$ be the class of the pullback of $\mathcal{O}_{\mathbb{P}^2}(1)$.

Define $\tilde{T}(S) := \langle e_1, \ldots, e_{15}, h \rangle^\perp \subset H^2(S, \mathbb{Z})$. The (integral) transcendental lattice of $S$ is defined to be $T(S) := NS(S)^\perp$. Then we have

$$T(S) \subset \tilde{T}(S).$$

After tensoring with $\mathbb{Q}$ both, $T(S) = T(S) \otimes \mathbb{Q}$ and $\tilde{T}(S) = T(S) \otimes \mathbb{Q}$ are polarized Hodge structures of primitive K3 type. In addition, $T(S)$ is irreducible. We are going to study the possible endomorphism algebras of this below (see 2.2.3).

Denote by $U$ the hyperbolic lattice

$$U := \left( \mathbb{Z}^2, \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \right).$$

For a lattice $L$ with quadratic form $q$ and for $n \in \mathbb{Z}$, denote by $L(n)$ the free Abelian group $L$ equipped with the quadratic form $nq$. 
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Proposition 2.2.1.1 (see [P], Lemma 1 or [MSY], Sect. 0.3). The lattice \( \widetilde{T} \) is isomorphic to \( U(2) \oplus U(2) \oplus \langle -2 \rangle \oplus \langle -2 \rangle \).

Paranjape’s proof uses the fact that if the six lines are tangent to a plane quadric, then \( S \) is the Kummer surface associated to the Jacobian of a genus two curve.

Matsumoto, Sasaki and Yoshida construct very explicitly differentiable two-cycles on \( S \) which represent generators of \( \widetilde{T} \). This is done by identifying \( S \) with an elliptic fibration over \( \mathbb{P}^1 \). The morphism \( S \to \mathbb{P}^1 \) is defined as the composition of the map \( S \to \mathbb{P}^2 \) with the projection of \( \mathbb{P}^2 \) onto one of the branch curves.

### 2.2.2 Moduli

Denote by \( B \) the four-dimensional configuration space of six lines in \( \mathbb{P}^2 \) (see [MSY] Sect. 0.2 for the precise definition of \( B \)). Over \( B \) there is a family \( \pi : X \to B \) of K3 surfaces, where \( X_b \) is the minimal resolution of the double cover of \( \mathbb{P}^2 \) ramified along the six lines in \( \mathbb{P}^2 \) corresponding to the point \( b \in B \). In [MSY], the authors study the monodromy of the map \( \pi \). By doing so, they are able to determine the image of the period map associated with \( \pi \).

We define the lattice
\[
(\Gamma, q) := U(2) \oplus U(2) \oplus \langle -2 \rangle \oplus \langle -2 \rangle,
\]
the set of \((-2)\)-classes will be denoted by
\[
\Delta := \{ \alpha \in \Gamma \mid q(\alpha) = -2 \}.
\]
Let \( \Omega := \{ [\sigma] \in \mathbb{P}(\Gamma_C) \mid q(\sigma) = 0, \ q(\sigma + \tau) > 0 \} \). This is the period domain which parametrizes polarized Hodge structures of primitive K3 type on \((\Gamma, q) \otimes \mathbb{Q} \).

Theorem 2.2.2.1 (Matsumoto, Sasaki, Yoshida, see [MSY] Prop. 2.10.1). The image of the (multivalued) period map
\[
\mathcal{P} : B \to \Omega
\]
is
\[
\Omega^0 := \Omega \setminus \bigcup_{\alpha \in \Delta} S_\alpha
\]
where \( S_\alpha := \{ [\sigma] \in \Omega \mid q(\sigma, \alpha) = 0 \} \).

Remark. The easy direction of the theorem says that no Hodge structure on \( \Gamma \) is realized by the family \( \pi \) where a class \( \alpha \in \Delta \) is of type \((1, 1)\). Indeed, assume that such a Hodge structure comes from a K3 surface lying in the family \( \pi \). Then this surface carries a holomorphic line bundle with first
Chern class $\alpha$. Now, by the Riemann–Roch theorem if the first Chern class of a line bundle has square $-2$, then either the line bundle or its dual admits a non-trivial global section. But $\alpha \in \Delta$ is orthogonal to $kh + \sum_i e_i$ which is an ample class for $k \gg 0$. This yields a contradiction.

2.2.3 Endomorphisms of the transcendental lattice

For any K3 surface $S$ which is a member of the family $\pi$, denote by

$$E_S := \text{End}_{\text{Hdg}}(T(S)).$$

Since $T(S)$ is an $E_S$ vector space and since the dimension $m$ of $T(S)$ over $E_S$ is $\geq 3$ in the case that $E_S$ is totally real (see Corollary 1.1.8.2), we have the following possibilities:

(a) $E_S = \mathbb{Q}$, which is the general case.

(b) $E_S = \mathbb{Q}(\sqrt{d})$ for $d \in \mathbb{Z}$ positive and square-free. This is the only case in which we get K3 surfaces with real multiplication by $E_S \neq \mathbb{Q}$. In this case $T(S) \otimes \mathbb{Q}(\sqrt{d})$ splits in a direct sum of three dimensional eigenspaces for the $\sqrt{d}$-action. There exists a one-dimensional subfamily $\rho : \mathcal{Y} \to C$ of $\pi$ with $S = \mathcal{Y}_0$ for some $0 \in C$ such that the general fiber has real multiplication by $\mathbb{Q}(\sqrt{d})$ where multiplication by $\sqrt{d}$ is given everywhere by the same Hodge class as the one on $S \times S$ (use Ehresmann’s theorem to make sense of this). The family $C$ lies over the intersection of $\Omega^0$ with the projectivization of the $\sqrt{d}$-eigenspace in $T(S)_C$. Over a dense, countable subset of $C$ the fibers have complex multiplication by a purely imaginary quadratic extension of $\mathbb{Q}(\sqrt{d})$.

(c) $E_S = \mathbb{Q}(\sqrt{-d})$ for $d \in \mathbb{Z}$ positive and square-free and $\dim_{\mathbb{Q}(\sqrt{-d})} T(S) = 1$. These surfaces are exceptional, meaning that they have maximal Picard number. The points in $B$ which parametrize surfaces of this type are isolated in the sense that the Hodge class on $H^2(S, \mathbb{Q}) \otimes H^2(S, \mathbb{Q})$ corresponding to $\sqrt{-d}$ does not remain of Hodge type on any point nearby.

(d) $E_S = \mathbb{Q}(\sqrt{-d})$ for $d \in \mathbb{Z}$ positive and square-free and $\dim_{\mathbb{Q}(\sqrt{-d})} T(S) = 2$. These surfaces come in one-dimensional families.

(e) $E_S = \mathbb{Q}(\sqrt{-d})$ for $d \in \mathbb{Z}$ positive and square-free and $\dim_{\mathbb{Q}(\sqrt{-d})} T(S) = 3$. These surfaces appear in two-dimensional families.

(f) $E_S = K$ for a CM-field $K$ of degree 4 over $\mathbb{Q}$. Then $\dim_K T(S) = 1$ since $\dim_{\mathbb{Q}} T(S) \leq 6$. The points in $B$ which parametrize surfaces of this type are isolated in the sense of (c).

(g) $E_S = K$ for a CM-field $K$ of degree 6 over $\mathbb{Q}$. This case behaves in the same way as the one discussed in (f).
Note that all cases appear which is easily proved using Proposition 2.2.2.1 (see [vG4], Example 3.4 for an explicit example of case (b)).

2.2.4 Abelian varieties of Weil type

By a result of Lombardo, the Kuga–Satake variety of the polarized Hodge structure of primitive K3 type \( \tilde{T}(S) \) is of Weil type. Here we briefly recall what this means.

Let \( K = \mathbb{Q}(\sqrt{-d}) \) for some square-free \( d \in \mathbb{N} \). A polarized Abelian variety \( (A, H) \) of dimension \( 2n \) is said to be of \textit{Weil type for} \( K \) if there is an inclusion \( K \subset \text{End}_{\mathbb{Q}}(A) \) mapping \( \sqrt{-d} \) to \( \varphi \) such that

- the restriction of \( \varphi^*_C \) to \( H^{1,0}(A) \) is diagonalizable with eigenvalues \( \sqrt{-d} \) and \( -\sqrt{-d} \) which appear both with multiplicity \( n \),
- \( \varphi^*H = dH \).

There is a natural \( K \)-valued Hermitian form on the \( K \)-vector space \( H^1(A, \mathbb{Q}) \) which is defined by

\[
\tilde{H} : \left\{ \begin{array}{c}
H^1(A, \mathbb{Q}) \times H^1(A, \mathbb{Q}) \to K \\
(v, w) \mapsto H(\varphi^*v, w) + \sqrt{-d}H(v, w).
\end{array} \right.
\]

By definition, the discriminant of a polarized Abelian variety of Weil type \( (A, H, K) \) is

\[
\text{disc}(A, H, K) = \text{disc}(\tilde{H}) \in \mathbb{Q}^*/\text{N}(K^*)
\]

where \( \text{N} : K \to \mathbb{Q} \) is the norm map.

Polarized Abelian varieties of Weil type come in \( n^2 \)-dimensional families (see [vG2, 5.3]).

Weil introduced such varieties as examples of Abelian varieties which carry interesting Hodge classes. He constructs a two-dimensional space, called the space of \textit{Weil cycles}

\[
W_K \subset H^{n,n}(A, \mathbb{Q}).
\]

For the definition of \( W_K \) see [vG2, 5.2]. In general, the algebraicity of the classes in \( W_K \) is not known. Nonetheless there are some positive results. Here we mention one which we will use below.

\textbf{Theorem 2.2.4.1} (Schoen [SCH] and van Geemen [vG1], Thm. 3.7). \textit{Let \( (A, H) \) be a polarized Abelian fourfold of Weil type for the field \( \mathbb{Q}(i) \). Assume that the discriminant of \( (A, H, \mathbb{Q}(i)) \) is 1. Then the space of Weil cycles \( W_{\mathbb{Q}(i)} \) is spanned by classes of algebraic cycles.}

Van Geemen uses a six-dimensional eigenspace in the complete linear system of the line bundle \( \mathcal{L} \) which is the unique totally symmetric line bundle with \( c_1(\mathcal{L}) = H \) to get a rational (2:1) map of \( A \) onto a quadric \( Q \subset \mathbb{P}^5 \).
Then the projection on $W_{Q(i)}$ of the classes of the pullbacks of the two rulings of $Q$ generate the space $W_{Q(i)}$.

2.2.5 Abelian varieties with quaternion multiplication

Let $D$ be a definite quaternion algebra over $\mathbb{Q}$. Such a $D$ admits an involution $x \mapsto \overline{x}$ which after tensoring with $\mathbb{R}$ becomes the natural involution on Hamilton’s quaternions $\mathbb{H}$.

A polarized Abelian variety $(A, H)$ of dimension $2n$ is said to have quaternion multiplication by $D$ if there is an inclusion $D \subset \text{End}_\mathbb{Q}(A)$ such that

- $H^1(A, \mathbb{Q})$ becomes a $D$-vector space and
- for $x \in D$ we have $x^* H = x \overline{x} H$.

We say that $(A, H, D)$ is an Abelian variety of definite quaternion type. Polarized Abelian varieties of dimension $2n$ with quaternion multiplication by the same quaternion algebra come in $n(n - 1)/2$-dimensional families (cf. [BL, Sect. 9.5]).

Let $K \subset D$ be a quadratic extension field of $\mathbb{Q}$. Then $K$ is a CM field and $(A, H, K)$ is a polarized Abelian variety of Weil type (see [vGV, Lemma 4.5]). The space of quaternion Weil cycles of $(A, H, D)$

$$W_D \subset H^{n,n}(A, \mathbb{Q})$$

is defined to be the span of $x^* W_K$ where $x$ runs over $D$. It can be shown that this is independent of the choice of $K$ (see [vGV, Prop. 4.7]). For the general member of the family of polarized Abelian varieties with quaternion multiplication these are essentially all Hodge classes:

Theorem 2.2.5.1 (Abdulali, see [Ab2], Thm. 4.1). Let $(A, H, D)$ be a general Abelian variety of quaternion type. Then the space of Hodge classes on any self-product of $A$ is generated by products of divisor classes and quaternion Weil cycles on $A$.

In particular, if for one quadratic extension field $K \subset D$ the space of Weil cycles $W_K$ is known to be algebraic, then the Hodge conjecture holds for any self-product of $A$.

In Abdulali’s theorem, a triple $(A, H, D)$ is general if the special Mumford–Tate group of $H^1(A, \mathbb{Q})$ is the maximal one. In the moduli space of triples $(A, H, D)$ the locus of general triples is everything but a countable union of proper, closed subsets.

2.2.6 The Kuga–Satake variety

Denote by $A$ the Kuga–Satake variety associated with $\tilde{T}(S)$. 
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Theorem 2.2.6.1 (Lombardo, see [Lo], Cor. 6.3 and Thm. 6.4). There is an isogeny
\[ A \sim B^4 \]
where \( B \) is an Abelian fourfold with \( \mathbb{Q}(i) \subset \text{End}_\mathbb{Q}(B) \). Moreover, \( B \) admits a polarization \( H \) such that \( (B, H, \mathbb{Q}(i)) \) is a polarized Abelian variety of Weil type with \( \text{disc}(B, H, \mathbb{Q}(i)) = 1 \).

Paranjape [P] explains in a very nice way how this variety \( B \) is geometrically related to \( S \). He shows that there exists a triple
\[ (C, E, f : C \to E) \]
where \( C \) is a genus five curve, \( E \) an elliptic curve and \( f \) a \((4 : 1)\) map such that
\[ \text{Prym}(f) = B. \]

Then \( S \) can be obtained as the resolution of a certain quotient of \( C \times C \). It is noteworthy that Paranjape does not construct explicitly a triple \((C, E, f)\) starting with a K3 surface \( S \) in the family \( \pi \). His proof goes the other way round. He associates to any triple a K3 surface and shows then that letting vary the triple he obtains all surfaces in the family \( \pi \).

Paranjape’s construction establishes that the Kuga–Satake inclusion
\[ \widetilde{T}(S) \hookrightarrow H^2(B^4 \times B^4, \mathbb{Q}) \] (2.15)
is given by an algebraic cycle on \( S \times B^4 \times B^4 \).

2.2.7 Proof of Theorem 2

In Section 1.1.2 we have seen that the space of Hodge classes on a self-product of a K3 surface \( S \) whose algebraicity is not known by standard arguments can be identified with the space \( \text{End}_{\text{Hdg}}(T(S)) \).

In the case of the surfaces considered in this section we can use the results on the Kuga–Satake variety to show

Theorem 2. Let \( S \) be a K3 surface which is a double cover of \( \mathbb{P}^2 \) ramified along six lines. Then the Hodge conjecture is true for \( S \times S \).

Proof. We have to prove that \( E_S := \text{End}_{\text{Hdg}}(T(S)) \) is spanned by algebraic classes. Since the Picard number of \( S \) is greater than or equal to 16, we can apply Mukai’s Theorem [1.1.4.1] which tells us that any isometry in \( E_S \) is algebraic. By Corollary [1.1.4.2] we are done if \( S \) has complex multiplication.

Therefore, we may assume that \( S \) has real multiplication. Looking back to the list in 2.2.3 this means that either \( E_S = \mathbb{Q} \) or \( E_S = \mathbb{Q}(\sqrt{d}) \). In the first case we use the fact, that the class of the diagonal \( \Delta \subset S \times S \) induces the identity on the cohomology and that the Künneth projectors are algebraic on surfaces so that \( \mathbb{Q} \text{id} \subset E_S \) is spanned by an algebraic class.
It remains to study the case $E_S = \mathbb{Q}(\sqrt{d})$. The idea is to consider the Kuga–Satake variety $A(S)$ of $\tilde{T}(S) = T(S)$. By Paranjape’s theorem the inclusion
\[
\tilde{T}(S) \subset H^2(A(S) \times A(S), \mathbb{Q})
\]
is algebraic. It follows that there is an algebraic projection $\pi : H^2(A(S) \times A(S), \mathbb{Q}) \to T(S)$ (see [Kl, Cor. 3.14]) and therefore it is enough to show that there is an algebraic class $\alpha \in H^2(A(S) \times A(S), \mathbb{Q}) \otimes H^2(A(S) \times A(S), \mathbb{Q}) \subset H^4(A(S)^4, \mathbb{Q})$ with $\pi \otimes \pi(\alpha) = \sqrt{d}$.

Combining Corollary 2.1.10.1 with Lombardo’s theorem 2.2.6.1 we see that $A(S) \sim B^4$ where $B$ is an Abelian fourfold with $\text{End}_{\mathbb{Q}}(B) = D$ for a definite quaternion algebra and $\mathbb{Q}(i) \subset \text{End}_{\mathbb{Q}}(B)$. Moreover, there is a polarization $H$ of $B$ such that $(B, H, \mathbb{Q}(i))$ is a polarized Abelian variety of Weil type of discriminant 1. Since by [BL, Prop. 5.5.7], the Picard number of $B$ is 1, $(B, H, D)$ is a polarized Abelian variety of quaternion type.

There is a one-dimensional family $(B_t, H, D)$ of deformations of $(B, H, D)$ and this corresponds to a one-dimensional family $S_t$ of deformations of $S$ which parametrizes K3 surfaces with real multiplication by the same class. By Abdulali’s Theorem 2.2.5.1 for $t$ general the space of Hodge classes on $(B_t)^{16} \sim A(S_t)^4$ is generated by products of divisors and quaternion Weil cycles, that is by products of $H$ and classes in $W_D$. Denote the span of these products in $H^4(A(S_t)^4, \mathbb{Q})$ by $F_t$.

Since the class corresponding to $\sqrt{d} \in \tilde{T}(S_t) \otimes \tilde{T}(S_t)$, the projection $\pi : H^2(A(S_t)^2, \mathbb{Q}) \to \tilde{T}(S_t)$ and the space $F_t$ are locally constant, there exists a locally constant class $\alpha_t \in H^4(A(S_t), \mathbb{Q})$ with the properties:

• for all $t$ we have $\pi \otimes \pi(\alpha_t) = \sqrt{d}$,
• for all $t$ we have $\alpha_t \in F_t$.

Now by Schoen’s and van Geemen’s Theorem 2.2.4.1 the space of Weil cycles $W_{\mathbb{Q}(i)}$ is generated by algebraic classes on any $B_t$. It follows that $W_D$ is generated by algebraic classes and consequently $F_t$ is generated by algebraic classes for any $t$. In particular, $\alpha_t \in F_t$ is algebraic. This proves the theorem. 

\[\square\]

Remark. We note that this proof does only use the part of Mukai’s result for which a rigorous proof has been written up.
Chapter 3

Hilbert schemes of points on K3 surfaces

This chapter contains some calculations of algebraic classes on compact Hyperkähler fourfolds which are deformation equivalent to the second Hilbert square of a K3 surface. First we show in Section 3.1 that if $S$ is a K3 surface, then the Hodge conjecture for $\text{Hilb}^2(S)$ is equivalent to the Hodge conjecture for $S \times S$. Motivated by this, we try to construct algebraic cycles on $\text{Hilb}^2(S)$ and on deformations of $\text{Hilb}^2(S)$. Having found interesting cycles on such deformations, one could try to deform them to algebraic cycles on Hilbert schemes.

In Section 3.2, we calculate the Chern character of the tautological vector bundle $L^2$ on $\text{Hilb}^2(S)$ associated with a line bundle $L \in \text{Pic}(S)$. We show that if $h^0(L) \geq 2$, then the bundle $L^{[2]}$ is $\mu$-stable with respect to an appropriate polarization of $\text{Hilb}^2(S)$. This could be of interest for the deformation of algebraic cycles along twistor lines by making use of Verbitsky’s theory of hyperholomorphic bundles (see Section 1.2.3).

In Section 3.3, we consider the Fano variety of lines on a cubic fourfold. A result of Beauville and Donagi says that this variety is a deformation of $\text{Hilb}^2(S)$. More precisely, they show that to a K3 surface $S$ of degree 14 in $\mathbb{P}^8$ one can associate a cubic fourfold $Y \subset \mathbb{P}^5$. If $S$ and $Y$ are general, then $\text{Hilb}^2(S) \simeq F(Y)$ where $F(Y)$ is the Fano variety of lines on $Y$. Using the universal line, we have a correspondence between the cubic and the Fano variety which can be used to transform cycles on the cubic to cycles on the Fano variety. We calculate the fundamental class of the surface parametrizing lines which meet a given curve in $Y$ and the fundamental class of the Fano surface of lines contained in a hypersurface of $Y$.

Finally, in Section 3.4 we discuss the results in view of our question. It turns out that all algebraic classes we constructed before, are linear combinations of products of divisor classes and of the second Chern class of the variety. We give a conceptual explanation of this.
3.1 The cohomology of the Hilbert square

3.1.1 The cohomology ring

Let $S$ be a smooth, projective surface. As a preparation for the calculations below we review the cohomology ring of $X := \text{Hilb}^2(S)$. For simplicity we will assume $H^1(S) = 0$ which is the case of interest for us since we study K3 surfaces.

We now fix some notation which will be used in this and in the next section where we calculate the Chern character of tautological bundles. Let

- $\iota_\Delta : \Delta \hookrightarrow S \times S$ be the diagonal.
- $\sigma : \widetilde{S \times S} \to S \times S$ be the blowup of $S \times S$ in $\Delta$. The natural action of the symmetric group $\mathfrak{S}_2$ on $S \times S$ extends to a holomorphic action on $\widetilde{S \times S}$ and $\text{Hilb}^2(S) = \widetilde{S \times S}/\mathfrak{S}_2$.
- $\iota_D : D \hookrightarrow \widetilde{S \times S}$ be the exceptional divisor of $\sigma$. Recall that $D \cong \mathbb{P}(\mathcal{N}_{\Delta/S \times S}) \cong \mathbb{P}(T_S)$ is a projective bundle over $\Delta \cong S$.
- In the following diagram we draw a picture of our situation and, at the same time, give names to the various natural maps.

By [Gr], we know that via pullback we get an isomorphism

$$\pi^* H^*(\text{Hilb}^2(S), \mathbb{Q}) \cong H^*(\widetilde{S \times S}, \mathbb{Q})^{\mathfrak{S}_2}. \quad (3.1)$$

Therefore, in order to calculate the cohomology ring of $\text{Hilb}^2(S)$, it is enough to determine $H^*(\widetilde{S \times S}, \mathbb{Q})$ and the $\mathfrak{S}_2$-action on it.

By [Vo2, Thm. 7.31], we have

$$H^2(\widetilde{S \times S}, \mathbb{Q}) = \sigma^* H^2(S \times S, \mathbb{Q}) \oplus \mathbb{Q}[D] \quad \text{and} \quad H^4(\widetilde{S \times S}, \mathbb{Q}) = \sigma^* H^4(S \times S, \mathbb{Q}) \oplus \iota_D^* \sigma_D^* H^2(S, \mathbb{Q}) \quad (3.2)$$

as $\mathbb{Q}$-vector spaces.

The $\mathfrak{S}_2$-action on $\sigma^* H^*(S \times S) = \sigma^*(H^*(S) \otimes H^*(S))$ is given by $\tau(\alpha \otimes \beta) = (-1)^{\deg(\alpha) \deg(\beta)} \beta \otimes \alpha = \beta \otimes \alpha$ since $H^1(S, \mathbb{Q}) = 0$. In both lines of equality (3.2), $\mathfrak{S}_2$ acts trivially on the second summand on the right.
Thus, we get a natural injective homomorphism
\[ \varphi : H^2(S, \mathbb{Q}) \to H^2(X, \mathbb{Q}), \quad \alpha \mapsto \varphi(\alpha) \]
defined by the equality \((\pi^* \circ \varphi)(\alpha) = \tilde{r}_1^* \alpha + \tilde{r}_2^* \alpha\).

Denote by \(\delta \in H^2(X, \mathbb{Q})\) the class with \(\pi^* \delta = [D]\). (We will see later that \(\delta\) is not effective, the fundamental class of the exceptional divisor of the Hilbert–Chow morphism is \(2\delta\) (see the proof of Lemma 3.2.2.1.).) The following result is well-known, for the convenience of the reader we include a proof.

**Proposition 3.1.1.1.** We have
\[ H^2(X, \mathbb{Q}) = \varphi(H^2(S, \mathbb{Q})) \oplus \mathbb{Q} \delta \quad \text{and} \quad H^4(X, \mathbb{Q}) \simeq \text{Sym}^2 H^2(X, \mathbb{Q}). \]

**Proof.** In degree two the statement follows immediately from the above observations.

In degree four we have
\[ H^4(S \times S, \mathbb{Q})^\mathbb{S}_2 = \sigma^* H^4(S \times S, \mathbb{Q})^\mathbb{S}_2 \oplus \iota_{D,*} \sigma_D^* H^2(S, \mathbb{Q}). \tag{3.3} \]

We will show that all \(\mathbb{S}_2\)-invariant classes in \(H^4(S \times S, \mathbb{Q})\) are linear combinations of products of \(\mathbb{S}_2\)-invariant classes in \(H^2(S \times S, \mathbb{Q})\). This proves that the map \(\text{Sym}^2 H^2(X, \mathbb{Q}) \to H^4(X, \mathbb{Q})\) is surjective. Then the injectivity follows by an easy dimension count.

To begin with, note that the left summand in (3.3) is isomorphic to
\[ \sigma^* \left( \text{Sym}^2 H^2(S, \mathbb{Q}) \oplus \mathbb{Q}(\Delta^{0,4} + \Delta^{4,0}) \right) \]
where the superscripts to \([\Delta]\) refer to the corresponding Künneth factors. This shows that we only have to represent classes in \(\iota_{D,*} \sigma_D^* H^2(S, \mathbb{Q})\) and the class \(\sigma^* [\Delta]\) as symmetric products of symmetric classes of degree 2.

For \(\alpha \in H^2(S, \mathbb{Q})\)
\[ \iota_{D,*} \sigma_D^* \alpha = \frac{\iota_{D,*} \{ \iota_D^* (\tilde{r}_1^* \alpha + \tilde{r}_2^* \alpha) \}}{2} = \frac{(\tilde{r}_1^* \alpha + \tilde{r}_2^* \alpha)}{2} \cup [D] \in \pi^* \text{Sym}^2 H^2(X, \mathbb{Q}). \]

Here we used that \(\tilde{r}_i \circ \iota_D = \sigma_D\) for \(i = 1, 2\).

Let \(\xi := c_1(\mathcal{O}_{(T_S)}(-1)) \in H^2(D, \mathbb{Q})\), then \([D]_{||D} = \xi\). Using the lemma below, we get
\[ [D]^2 = \iota_{D,*}([D]_{||D}) = \iota_{D,*} \xi \]
\[ = \iota_{D,*} \{ - (\xi + \sigma_D^* c_1(S)) \} + \iota_{D,*} \sigma_D^* c_1(S) \]
\[ = \sigma^* [\Delta] + \frac{\iota_{D,*} \{ \iota_D^* \tilde{r}_1^* c_1(S) + \tilde{r}_2^* c_1(S) \}}{2} \]
\[ = - \sigma^* [\Delta] + \frac{\tilde{r}_1^* c_1(S) + \tilde{r}_2^* c_1(S)}{2} \cup [D]. \tag{3.4} \]
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This shows that $\sigma^*[\Delta] \in \pi^* \text{Sym}^2 H^2(X, \mathbb{Q})$ and therefore completes the proof. \hfill \qed

**Lemma 3.1.1.2.** Let $\alpha \in H^k(S, \mathbb{Q})$. Then

$$\iota_{D,*}\{\sigma_D^*\alpha \cup (-\xi + \sigma_D^* c_1(S))\} = \sigma^* \iota_{\Delta,*}(\alpha).$$

**Proof.** Let $\beta \in H^{8-k-2}(S \times S, \mathbb{Q})$, write $\beta = \sigma^* \beta' + \iota_{D,*}\gamma$ (this is possible, see (3.2)). By Poincaré duality it is enough to show that

$$\int_{S \times S} \iota_{D,*}\{\sigma_D^*\alpha \cup (-\xi + \sigma_D^* c_1(S))\} \cup \sigma^* \beta' = \int_{S \times S} \sigma^* \iota_{\Delta,*}\alpha \cup \sigma^* \beta' \quad (3.5)$$

and

$$\int_{S \times S} \iota_{D,*}\{\sigma_D^*\alpha \cup (-\xi + \sigma_D^* c_1(S))\} \cup \iota_{D,*}\gamma = \int_{S \times S} \sigma^* \iota_{\Delta,*}\alpha \cup \iota_{D,*}\gamma. \quad (3.6)$$

We have

$$\int_{S \times S} \iota_{D,*}\{\sigma_D^*\alpha \cup (-\xi + \sigma_D^* c_1(S))\} \cup \sigma^* \beta'$$

$$= \int_D \sigma_D^*\alpha \cup (-\xi + \sigma_D^* c_1(S)) \cup \iota_D^* \sigma^* \beta'$$

$$= \int_D \sigma_D^*\alpha \cup (-\xi) \cup \sigma_D^* \iota_D^* \beta' + \int_D \sigma_D^*(\alpha \cup c_1(S)) \cup \iota_D^* \beta'$$

$$= \int_{\Delta} \alpha \cup \beta'_{\Delta} + 0.$$

The second summand vanishes for degree reasons and for the first equality we use that for $x \in S \simeq \Delta$

$$\int_{\Delta} [x] = \int_D \sigma_D^*[x] \cup (-\xi).$$

But then

$$\int_{\Delta} \alpha \cup \beta'_{\Delta} = \int_{S \times S} \iota_{\Delta,*}\alpha \cup \beta'$$

$$= \int_{S \times S} \sigma^* \iota_{\Delta,*}\alpha \cup \sigma^* \beta'$$

and this proves (3.5).

To prove (3.6) recall that in $H^*(D, \mathbb{Q})$ we have the relation $\xi^2 - \sigma_D^* c_1(S)\xi + \sigma_D^* c_2(S) = 0$ (see [GH, Prop. on p. 606]). Moreover, note that $c_2(S) = \iota^*_{\Delta}[\Delta]$. Using this we obtain

$$\int_{S \times S} \iota_{D,*}\{\sigma_D^*\alpha \cup (-\xi + \sigma_D^* c_1(S))\} \cup \iota_{D,*}\gamma$$

$$= \int_D \iota_D^* \iota_{D,*}\{\sigma_D^*\alpha \cup (-\xi + \sigma_D^* c_1(S))\} \cup \gamma$$

$$= \int_D \sigma_D^*\alpha \cup (-\xi + \sigma_D^* c_1(S)) \cup [D]|_D \cup \gamma$$
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\[ = \int_D \sigma^* \alpha \cup (-\xi + \sigma^* c_1(S)) \cup \xi \cup \gamma \]
\[ = \int_D \sigma^* \alpha \cup (-\xi^2 + \sigma^* c_1(S)\xi) \cup \gamma \]
\[ = \int_D \sigma^* \alpha \cup \sigma^* c_2(S) \cup \gamma \]
\[ = \int_D \sigma^* (\alpha \cup [\Delta]_\Delta) \cup \gamma \]
\[ = \int_D \sigma^* t_\Delta^* (t\Delta, \alpha) \cup \gamma \]
\[ = \int_{\Delta \times \Delta} \sigma^* t_\Delta^* \alpha \cup t\Delta, \gamma \]

and this shows (3.6). \[\square\]

### 3.1.2 The Hodge conjecture for \( S \times S \) is equivalent to the Hodge conjecture for \( \text{Hilb}^2(S) \)

**Lemma 3.1.2.1.** Let \((W, q)\) be a \(\mathbb{Q}\)-vector space with a non-degenerate, symmetric bilinear form. The isomorphism \(\gamma : W \otimes_\mathbb{Q} W \sim \text{End}_\mathbb{Q}(W)\) induced by \(q\) identifies \(q\)-self-adjoint endomorphisms with symmetric tensors.

**Proof.** The symmetric group \(S_2\) acts on \(W \otimes_\mathbb{Q} W\) by exchanging the factors and on \(\text{End}_\mathbb{Q} W\) by adjunction with respect to \(q\). Let \(v_i, w_i \in W\), let \(\tau \in S_2\) be the generator. By definition of \(\gamma\)
\[ v := \sum_i v_i \otimes w_i \xrightarrow{\gamma} \{ u \mapsto \sum_i q(v_i, u)w_i \}. \]

Then clearly for all \(u, r \in W\)
\[ q(\gamma(v)(u), r) = q(u, \gamma(\tau(v))(r)) \]

which shows that \(v\) is \(S_2\)-invariant if and only if \(\gamma(v)\) is \(q\)-self-adjoint. \[\square\]

**Proposition 3.** Let \(S\) be a K3 surface. Then the Hodge conjecture is true for \(S \times S\) if and only if it is true for \(\text{Hilb}^2(S)\).

**Proof.** The Hodge conjecture for \(S \times S\) implies the Hodge conjecture for \(\text{Hilb}^2(S)\) because we have a dominant rational map \(S \times S \rightarrow \text{Hilb}^2(S)\).

Conversely, assume that the Hodge conjecture is true for \(\text{Hilb}^2(S)\). Following the discussion in Section 1.1.2, the space of interesting Hodge classes on \(S \times S\) is identified with \(E(S) := \text{End}_{\text{Hdg}}(T(S))\) by using the quadratic form \(q\) on \(H^2(S, \mathbb{Q})\) given by the cup-product. If the field \(E(S)\) is a CM field, then Mukai’s Corollary 1.1.4.2 implies that the Hodge conjecture is true for \(S \times S\). Hence we may assume without loss of generality, that \(S\) has real multiplication. Now by Zarhin’s Theorem 1.1.3.1
this means that $E(S)$ contains only $q$-self-adjoint endomorphisms of $T(S)$. By Lemma 3.1.2.1, such endomorphisms correspond to symmetric tensors in $T(S) \otimes T(S) \subset H^2(S, \mathbb{Q}) \otimes H^2(S, \mathbb{Q})$. It is clearly enough to show that the pullback of any such class becomes algebraic on $\tilde{S} \times S$. But (3.1) implies that $\sigma^* \left( H^2(S, \mathbb{Q}) \otimes H^2(S, \mathbb{Q}) \right) \otimes \mathcal{O}_{\tilde{S}}^2 \subset \pi^* H^4(\text{Hilb}^2(S), \mathbb{Q})$ and the algebraicity of Hodge classes in the latter space is guaranteed by the hypothesis on $\text{Hilb}^2(S)$. \hfill \Box

Remark. Here we use Mukai’s theorem for all possible Picard numbers. Since the cases $\rho(S) \leq 4$ have no published proof yet, our result is waterproof only for $\rho(S) \geq 5$. 
3.2 Tautological bundles on the Hilbert square

We keep the notation of the preceding section, with the only exception that $S$ denotes an arbitrary smooth, projective surface (i.e. we don’t assume $H^1(S) = 0$). Let $Z \subset S \times \text{Hilb}^2(S)$ be the universal subscheme, denote by $p : S \times \text{Hilb}^2(S) \to S$ and by $q : S \times \text{Hilb}^2(S) \to \text{Hilb}^2(S)$ the projections. Since $q|_Z$ is flat and finite of degree 2, for any line bundle $L \in \text{Pic}(S)$ the coherent sheaf $\mathcal{L}^2 := q|_Z(*p|_Z^*L)$ is a rank two vector bundle on $\text{Hilb}^2(S)$, called the tautological bundle associated with $L$. We will now calculate the Chern character of $L^2$ and show that it is a stable vector bundle for an appropriate choice of a polarization if $h^0(L) \geq 2$.

3.2.1 The fundamental short exact sequence

Recall that $D \subset \tilde{S} \times S$ is the exceptional divisor of the blowup $\sigma : \tilde{S} \times S \to S \times S$. The following lemma is well-known and can be found for example in the proof of [Da, Prop. 2.3]. For the convenience of the reader, we recall the argument.

Lemma 3.2.1.1. On $\tilde{S} \times S$ there is a short exact sequence

$$0 \to \pi^*\mathcal{L}^2 \to \tilde{r}_1^*\mathcal{L} \oplus \tilde{r}_2^*\mathcal{L} \to \mathcal{L}_D \to 0$$

where $\mathcal{L}_D = \iota_{D,*}\sigma_D^*\mathcal{L}$.

Proof. Let $\Delta_{ij} := \{(s_1, s_2, s_3) \in S^3 \mid s_i = s_j\} \subset S \times S \times S$. Then the pullback $\tilde{Z} := (\text{id} \times \pi)^{-1}(Z) \subset S \times \tilde{S} \times S$ decomposes as the scheme-theoretic union $\tilde{Z} = \tilde{Z}_1 \cup \tilde{Z}_2$ with $\tilde{Z}_1 = (\text{id} \times \sigma)^{-1}(\Delta_{12})$ and $\tilde{Z}_2 = (\text{id} \times \sigma)^{-1}(\Delta_{13})$. This is visualized by the commutative diagram

$$\begin{array}{ccc}
\Delta_{12} \cup \Delta_{13} & \lla & \tilde{Z} = \tilde{Z}_1 \cup \tilde{Z}_2 & \lla & Z \\
S \times S \times S & \lla & S \times \tilde{S} \times S & \lla & S \times \text{Hilb}^2(S) \\
\ll \dd & \dd & \dd & \dd & \dd \\
pr_2 \times pr_3 & \lla & S \times \tilde{S} & \lla & S \\
\dd & \dd & \dd & \dd & \dd \\
S \times S & \lla & \tilde{S} \times S & \lla & \text{Hilb}^2(S).
\end{array}$$

(3.7)
Note that $\tilde{q}|_{\tilde{Z}_i} : \tilde{Z}_i \to \tilde{S} \times \tilde{S}$ is an isomorphism and that the diagram

$$\begin{array}{ccc}
\tilde{Z}_i & \xrightarrow{\tilde{q}|_{\tilde{Z}_i}} & \tilde{S} \times \tilde{S} \\
\downarrow \tilde{p}|_{\tilde{Z}_i} & & \downarrow \tilde{r}_i \\
\tilde{S} & & \tilde{S}
\end{array}$$

is commutative.

Let $\tilde{D} = \tilde{Z}_1 \cap \tilde{Z}_2$, such that $\tilde{D} = (\text{id} \times \sigma)^{-1}(\Delta_{123})$ where $\Delta_{123} = \{(s_1, s_2, s_3) \in S^3 \mid s_1 = s_2 = s_3\}$. Then $\tilde{q}|_{\tilde{D}} : \tilde{D} \to D$ is an isomorphism which makes the diagram

$$\begin{array}{ccc}
\tilde{D} & \xrightarrow{\tilde{q}|_{\tilde{D}}} & D \\
\downarrow \tilde{p}|_{\tilde{D}} & & \downarrow \sigma_D \\
\tilde{S} & & S
\end{array}$$

commutative. Now, tensor the short exact sequence

$$0 \to \mathcal{O}_{\tilde{Z}} \to \mathcal{O}_{\tilde{Z}_1} \oplus \mathcal{O}_{\tilde{Z}_2} \to \mathcal{O}_{\tilde{D}} \to 0 \quad (3.10)$$
on $S \times \tilde{S} \times \tilde{S}$ with $\tilde{p}^* \mathcal{L}$ and consider its push-forward under $\tilde{q}$. By the diagrams $\tilde{q}|_{\tilde{Z}_i}$ we get

$$\tilde{q}|_{\tilde{Z}_i}(\tilde{p}^* \mathcal{L}|_{\tilde{Z}_i}) \simeq \tilde{r}_i^* \mathcal{L} \quad \text{and} \quad \tilde{q}|_{\tilde{D}}(\tilde{p}^* \mathcal{L}|_{\tilde{D}}) \simeq \mathcal{L}_D.$$

Affine base change ($q_Z$ is finite, hence affine) applied to the Cartesian square

$$\begin{array}{ccc}
\tilde{Z} & \xrightarrow{\tilde{q}|_{\tilde{Z}}} & Z \\
\downarrow \tilde{S} \times \tilde{S} & & \downarrow \pi \\
\tilde{S} \times \tilde{S} & \xrightarrow{\pi} & \text{Hilb}^2(S)
\end{array}$$

implies that $\tilde{q}|_{\tilde{Z}}(\tilde{p}^* \mathcal{L}|_{\tilde{Z}}) \simeq \pi^* \mathcal{L}^{[2]}$. Since $\tilde{q}|_{\tilde{Z}}$ is affine, we get $R^1\tilde{q}|_{\tilde{Z}}(\tilde{p}^* \mathcal{L}|_{\tilde{Z}}) = 0$ and therefore the push-forward of $(3.10)$ tensored with $\tilde{p}^* \mathcal{L}$ is the short exact sequence we are looking for.

\[ \square \]

### 3.2.2 The Chern character of $\mathcal{L}^{[2]}$

The lemma shows that

$$\pi^* \text{ch}(\mathcal{L}^{[2]}) = \tilde{r}_1^* \text{ch}(\mathcal{L}) + \tilde{r}_2^* \text{ch}(\mathcal{L}) - \text{ch}(\mathcal{L}_D). \quad (3.11)$$
The Grothendieck–Riemann–Roch theorem gives
\[ \text{ch}(L_D) = \iota_D \left( \text{ch}(\sigma_D^* L) \text{td}(N_D|\tilde{S} \times S)^{-1} \right) \]
\[ = \iota_D \left( \sigma_D^* \text{ch}(L) \text{td}(O_D(D))^{-1} \right) \]
\[ = \iota_D \left( 1 + \sigma_D^* c_1(L) + \ldots \left( 1 - \frac{[D]}{2} + \frac{[D]^2}{6} + \ldots \right) \right) \]
\[ = \left( [D] + \frac{\tilde{r}_1^* c_1(L) + \tilde{r}_2^* c_1(L)}{2} [D] + \ldots \right) \left( 1 - \frac{[D]}{2} + \frac{[D]^2}{6} + \ldots \right) \]
\[ = [D] + \frac{[D]^2 + (\sigma D c_1(L) + \tilde{r}^* c_1(L)) [D]}{2} + \text{terms of coh. degree} \geq 6. \] (3.12)

Combining (3.11) with (3.12) yields
\[ \pi^* \text{ch}(L^{[2]}) = 2 + \tilde{r}_1^* c_1(L) + \tilde{r}_2^* c_1(L) - [D] \]
\[ + \frac{\tilde{r}_1^* c_1(L) + \tilde{r}_2^* c_1(L)}{2} - (\tilde{r}_1^* c_1(L) + \tilde{r}_2^* c_1(L)) [D] + \frac{[D]^2}{2} \]
\[ + \text{terms of coh. degree} \geq 6 \]
\[ = 2 + \tilde{r}_1^* c_1(L) + \tilde{r}_2^* c_1(L) - [D] \]
\[ + \frac{q(c_1(L)) (\sigma^* [\Delta]^{4,0} + \sigma^* [\Delta]^{0,4})}{2} \]
\[ - \frac{(\tilde{r}_1^* c_1(L) + \tilde{r}_2^* c_1(L)) [D]}{2} - \frac{[D]^2}{2} \]
\[ + \text{terms of coh. degree} \geq 6. \] (3.13)

Here $[\Delta]^{i,j}$ refers to the $(i,j)$-th Künneth factor of the diagonal in $S \times S$ and $q$ is the intersection product on $S$.

**Lemma 3.2.2.1.** Let $S$ be a K3 surface. Then
\[ \pi^* c_2(X) = \sigma^* c_2(S \times S) - 3[D]^2 \]
\[ = 24 \sigma^* (|\Delta|^{4,0} + |\Delta|^{0,4}) - 3 \pi^* \delta^2. \]

Here, $\delta \in H^2(X, \mathbb{Q})$ is the class with $\pi^*(\delta) = [D]$.

**Proof.** Let $E \subset X$ be the exceptional divisor of the Hilbert–Chow morphism $X \to \text{Sym}^2(S)$. Then $E$ is smooth and this is precisely the branch locus of $\pi : S \times S \to X$. Let $s \in H^0(X, O_X(E))$ be the defining section of $E$. Then there exists a line bundle $A$ on $X$ with the properties (see e.g. [Mum]):

- $\pi_* O_{\tilde{S} \times S} \simeq O_X \oplus A^{-1}$ and $A^{-1}$ is the eigenspace to the eigenvalue $-1$ of the cover involution of $\pi$.
- $A^\otimes 2 \simeq O(E)$.
Let \( \rho : |A| \to X \) be the projection of the total space of \( A \) to \( X \) and let \( t \in H^0(|A|, \rho^*A) \) be the tautological section. Then \( \widetilde{S \times S} \to X \) is isomorphic to \( Z(\rho^*s - t^{\otimes 2}) \subset |A| \) with the restriction of the projection to \( X \).

It follows that if \( s, z_2, z_3, z_4 \) are local coordinates on \( X \), then \( t, \tilde{z}_2 := \rho^*z_2, \tilde{z}_3 := \rho^*z_3, \tilde{z}_4 := \rho^*z_4 \) are local coordinates on \( \widetilde{S \times S} \) and \( \pi \) is given by

\[
(t, \tilde{z}_2, \tilde{z}_3, \tilde{z}_4) \mapsto (t^2, \tilde{z}_2, \tilde{z}_3, \tilde{z}_4).
\]

(3.14)

The ramification divisor \( R \) of \( \pi \) is by definition the zero locus of the pullback morphism \( \pi^*\omega_X \to \omega_{\widetilde{S \times S}} \). Thus \( \mathcal{O}(R) \simeq \omega_{\widetilde{S \times S}} \otimes \pi^*\omega_X^{-1} \simeq \omega_{\widetilde{S \times S}} \simeq \mathcal{O}(D) \). On the other hand, (3.14) shows that in local coordinates as above \( \pi^*dz_i = d\tilde{z}_i \) and \( \pi^*ds = dt^2 = 2tdt \). Thus, \( R = Z(t) \). Since \( t \in H^0(\widetilde{S \times S}, \pi^*A) \), this shows that \( \pi^*A \simeq \mathcal{O}(D) \).

On \( \widetilde{S \times S} \) we have a short exact sequence

\[
0 \longrightarrow \mathcal{T}_{\widetilde{S \times S}} \longrightarrow \pi^*\mathcal{T}_X \longrightarrow \mathcal{O}_D(2D) \longrightarrow 0 \tag{3.15}
\]

This is of course well-known, but we didn’t find a proof in the literature and therefore we give the argument. We have \( \pi^*\mathcal{O}_E(E) \simeq \mathcal{O}_D(2D) \). The surjection \( \psi : \pi^*\mathcal{T}_X \to \mathcal{O}_D(2D) \) is defined as the pullback of the composition \( \mathcal{T}_X \to \mathcal{T}_X|_E \to \mathcal{N}_E/X \simeq \mathcal{O}_E(E) \).

Now we check fibre by fibre that (3.15) is exact. Outside of \( D \), the differential \( d\pi \) is clearly an isomorphism, so let \( y \in D \). Then the local description of \( \pi \) in (3.14) shows that

\[
d\pi \left( \frac{\partial}{\partial t}|_y \right) = 2t(y) \frac{\partial}{\partial s}|_{\pi(y)} = 0 \quad \text{and} \quad d\pi \left( \frac{\partial}{\partial \tilde{z}_i}|_y \right) = \frac{\partial}{\partial \tilde{z}_i}|_{\pi(y)} \text{ for } i \geq 2.
\]

Since the kernel of \( \psi(y) \) is spanned by the \( \left( \frac{\partial}{\partial \tilde{z}_i}|_{\pi(y)} \right)_{i=2,3,4} \), the sequence (3.15) is exact.

It follows from (3.15) that

\[
\text{ch}(\pi^*\mathcal{T}_X) = \text{ch}(\mathcal{T}_{\widetilde{S \times S}}) + \text{ch}(\mathcal{O}_D(2D)). \tag{3.16}
\]

We use the formulas in [Fu], Example 15.4.3 to deduce

\[
c_1(\mathcal{T}_{\widetilde{S \times S}}) = -[D] \quad \text{and} \quad c_2(\mathcal{T}_{\widetilde{S \times S}}) = \sigma^* c_2(S \times S) - [D]^2.
\]

Hence

\[
\text{ch}(\mathcal{T}_{\widetilde{S \times S}}) = 4 - [D] - \sigma^* c_2(S \times S) + \frac{3}{2}[D]^2 + \text{terms of degree } \geq 6. \tag{3.17}
\]
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Next, by Grothendieck–Riemann–Roch as above we have

$$\text{ch}(\mathcal{O}_D(2D)) = [D] + \frac{3[D]^2}{2} + \text{terms of degree } \geq 6. \quad (3.18)$$

Now combine (3.17) with (3.18) to see that

$$\pi^* \text{ch}(T_X) = 4 + 3[D]^2 - \sigma^* c_2(S \times S) + \text{terms of degree } \geq 6.$$ 

This proves the first equality. The second one follows from the equality $c_2(S \times S) = r_1^* c_2(S) + r_2^* c_2(S)$ (use that $c_1(S) = 0$) and from $c_2(S) = 24[x]$ for an arbitrary point $x \in S$.

**Corollary 3.2.2.2.** Let $S$ be a K3 surface and let $L \in \text{Pic}(S)$. The Chern character of $L^{[2]}$ is

$$\text{ch}(L^{[2]}) = 2 + \{ \varphi(c_1(L)) - \delta \} + \{ \frac{q(c_1(L))}{48} c_2(X) - \frac{1}{2} \varphi(c_1(L)) \delta + \left( \frac{q(c_1(L)) + 8}{16} \right) \delta^2 \} + \text{terms of coh. degree } \geq 6,$$

where $q$ is the intersection product on $S$.

**3.2.3 The stability of $L^{[2]}$**

Let $H$ be an ample divisor on a smooth projective variety $Y$, let $\mathcal{E}$ be a torsion-free coherent sheaf on $Y$. The *slope of $\mathcal{E}$ with respect to $H$* is defined as

$$\mu_H(\mathcal{E}) := \frac{\int_Y c_1(\mathcal{E})[H]^{\dim(Y) - 1}}{\text{rk}(\mathcal{E})}. \quad (3.19)$$

A torsion-free coherent sheaf $\mathcal{E}$ on $X$ is called $\mu_H$-stable if for any subsheaf $\mathcal{F} \subset \mathcal{E}$ with $0 < \text{rk}(\mathcal{F}) < \text{rk}(\mathcal{E})$ we have

$$\mu_H(\mathcal{F}) < \mu_H(\mathcal{E}).$$

Let now $S$ be an arbitrary smooth, projective surface, let $H$ be an ample divisor on $S$. Then for $N \gg 0$ the divisor $\tilde{H}_N := \tilde{r}_1^*(NH) + \tilde{r}_2^*(NH) - D$ is ample on $\tilde{S} \times \tilde{S}$ and it is of the form $\pi^* \overline{H}_N$ for an ample divisor $\overline{H}_N$ on $X = \text{Hilb}^2(S)$.

**Proposition 3.2.3.1.** Let $L \in \text{Pic}(S)$ be a line bundle with $h^0(L) \geq 2$. Then for $N \gg 0$, the vector bundle $L^{[2]}$ is $\mu_{\overline{H}_N}$-stable on $\text{Hilb}^2(S)$.

**Proof.** If $L^{[2]}$ had a destabilizing subsheaf, then by passing to the reflexive hull we see that there would exist a destabilizing line bundle. Thus, any
destabilizing subsheaf of $L_2$ on $X$ with respect to $H_N$ induces a destabilizing sub-line bundle of $E := \pi^*L_2$ on $\tilde{S} \times \tilde{S}$ with respect to $\tilde{H}_N$. We will show that $E$ is $\mu_{\tilde{H}_N}$-stable. This will finish the proof of the proposition.

For $i = 1, 2$, put $L_i := \tilde{r}_i^*L_i$. We have seen in Lemma 3.2.1.1 that there exists a short exact sequence

$$0 \to E \to L_1 \oplus L_2 \to L_D \to 0 \quad (3.20)$$

where the surjection on the right is given by $(s_1, s_2) \mapsto s_1|_D - s_2|_D$. We see from this that $E$ contains the line bundles $L_1(-D)$ and $L_2(-D)$.

Let now $A \subset E$ be an arbitrary sub-line bundle. Then $A$ has one of the following three properties:

1.) $A \subset L_1(-D)$,
2.) $A \subset L_2(-D)$,
3.) $A \not\subset L_1(-D)$ and $A \not\subset L_2(-D)$.

We will prove that there exist $N_1, N_2, N_3 \in \mathbb{N}$ such that for all $A \subset E$ with property $i$ we have

$$\mu_{\tilde{H}_N}(A) < \mu_{\tilde{H}_N}(E) \quad (3.21)$$

for all $N \geq N_i$.

Assume first that we are in case 1.), i.e. that $A \subset L_1(-D)$. Choose a natural number $N_1 \geq 4$ such that $\tilde{H}_N$ is ample for all $N \geq N_1$. Then $\mu_{\tilde{H}_N}(A) \leq \mu_{\tilde{H}_N}(L_1(-D))$ for all $N \geq N_1$. Let $\alpha_i := c_1(L_i)$. Then $c_1(E) = \alpha_1 + \alpha_2 - [D]$ and therefore

$$\mu_{\tilde{H}_N}(E) - \mu_{\tilde{H}_N}(A) \geq \mu_{\tilde{H}_N}(E) - \mu_{\tilde{H}_N}(L_1(-D))$$

$$= \int_{\tilde{S} \times \tilde{S}} \left( \frac{\alpha_1 + \alpha_2 - [D]}{2} - (\alpha_1 - [D]) \right) [\tilde{H}_N]^3$$

$$= \int_{\tilde{S} \times \tilde{S}} \frac{\alpha_2 - \alpha_1}{2} [\tilde{H}_N]^3 + \int_{\tilde{S} \times \tilde{S}} \frac{[D]}{2} [\tilde{H}_N]^3$$

$$= 0 + \int_{\tilde{S} \times \tilde{S}} \frac{[D]}{2} [\tilde{H}_N]^3$$

$$> 0$$

for all $N \geq N_1$.

An analogous reasoning applies in case 2.) with $N_2 = N_1$.

In case 3.) we proceed in two steps. First we show that

$$\mu_F(A) < \mu_F(E), \quad (3.23)$$

where $F = \tilde{r}_1^*H + \tilde{r}_2^*H$ and $\mu_F$ is the slope with respect to the nef divisor $F$, defined as in (3.19). Then we use an asymptotic argument to complete the proof.
To prove (3.23), we will consider two divisors in $|MF|$ which intersect along a reducible surface. Then we reduce our computation to the irreducible components of these surfaces.

Choose $M$ sufficiently positive such that the linear system $|MH|$ contains two distinct, smooth curves $C$ and $C'$ meeting transversely. Denote by

$$G_1 := (C \times S) \cup (S \times C')$$

and by

$$G_2 := (C' \times S) \cup (S \times C),$$

let $\tilde{G}_1$ and $\tilde{G}_2$ be their strict transforms under $\sigma : \tilde{S} \times \tilde{S} \to S \times S$. Note that $\tilde{G}_i \in |MF|$ because each component of $G_i$ meets the center of the blowup, namely the diagonal of $S \times S$, along a curve. The intersection $\tilde{G}_1 \cap \tilde{G}_2$ is the disjoint union of the four smooth surfaces

$$T_1 := (C \cap C') \times S, \quad T_2 := S \times (C \cap C'),$$

$$T_3 := C \times C, \quad T_4 := C' \times C',$$

where for any subvariety $Y \subseteq S \times S$ we write $\tilde{Y}$ for the strict transform of $Y$ under $\sigma : \tilde{S} \times \tilde{S} \to S \times S$.

Then for the $F$-slope of any coherent sheaf $F$ we find

$$\mu_{MF}(F) = \frac{\deg_{MF}(F)}{\text{rk}(F)} = \sum_{i=1}^{4} \frac{\deg_{T_i}(F)}{\text{rk}(F)},$$

where $\deg_{T_i}(F) := \int_{T_i} c_1(F|_{T_i}) \cup [MF]|_{T_i}$. We will show that

$$\deg_{T_i}(A) \leq \frac{\deg_{T_i}(E)}{2}$$

for $i = 1, \ldots, 4$ with strict inequality for $i = 3, 4$. This will conclude the proof of (3.23).

$i = 1$: The surface $T_1$ is a disjoint union of surfaces of the form $S_p := \{p\} \times S$, $p \in S$ running over the finite set $C \cap C'$. Note that $S_p$ is isomorphic to the blow-up of $S$ in $p$. Denote by $\sigma_p : S_p \to S$ the blow-down and by $E \subset S_p$ the exceptional divisor. Then

$$c_1(\mathcal{E}|_{S_p}) = \sigma^*_p c_1(\mathcal{L}) - [E]$$

because $c_1(\mathcal{E}) = \tilde{\tau}_1^* c_1(\mathcal{L}) + \tilde{\tau}_2^* c_1(\mathcal{L}) - [D]$ and because $\tilde{\tau}_i^* \mathcal{L}|_{S_p} = \mathcal{O}_{S_p}$. Now suppose that

$$2 \deg_{T_1}(A) > \deg_{T_1}(\pi^*\mathcal{L}^{[2]}).$$

Then we would get

$$2 \int_{S_p} c_1(A|_{S_p})[MF]|_{S_p} > \int_{S_p} (\sigma^*_p c_1(\mathcal{L}) - [E])[MF]|_{S_p} \geq 0$$
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because $[M|F]|_{S_p}$ is a nef class on $S_p$ and because $\sigma_p^*\mathcal{L} \otimes \mathcal{O}(-E)$ is the line bundle of an effective divisor on $S_p$. Indeed, since $h^0(\mathcal{L}) \geq 2$, there exists a divisor $K \in |\mathcal{L}|$ with $p \in \text{supp}(K)$. Then the strict transform $\tilde{K}$ of $K$ is in the linear system $|\sigma_p^*\mathcal{L} \otimes \mathcal{O}(-kE)|$ for some $k \geq 1$. Thus, $\tilde{K} + (k - 1)E$ is an effective divisor with line bundle $\sigma_p^*\mathcal{L} \otimes \mathcal{O}(-E)$.

By (3.20), $A|_{S_p} \subset (\mathcal{L}_1 \oplus \mathcal{L}_2)|_{S_p} = \mathcal{O}_{S_p} \oplus \sigma_p^*\mathcal{L}$. Now, since $A|_{S_p}$ has positive slope, the composition $A|_{S_p} \to \mathcal{O}_{S_p} \oplus \sigma_p^*\mathcal{L} \to \mathcal{O}_{S_p}$ must be zero. Under the assumption (3.24), this composition is zero for all $p \in S$ because all surfaces $S_p$ for $p \in S$ have the same fundamental class in $\tilde{S} \times S$. On the other hand, all $x \in \tilde{S} \times S$ lie on some $S_p$. This shows that the composition $A \to \mathcal{L}_1 \oplus \mathcal{L}_2 \to \mathcal{L}_1$ is zero. But then the short exact sequence (3.20) implies that $A \subset \tilde{r}_2^* \mathcal{L}(-D)$, because the surjection $\mathcal{L}_1 \oplus \mathcal{L}_2 \to \mathcal{L}_D$ is given by $(s_1, s_2) \mapsto s_1|_D - s_2|_D$. This is a contradiction to the assumption that $A$ satisfies 3.)

$i = 2$: analogous to $i = 1$.

$i = 3$: Note that $\tilde{C} \times \tilde{C}$ is isomorphic to $C \times C$ and that

$$MF_{\tilde{C} \times \tilde{C}} = M(p_1^*H_{|C} + p_2^*H_{|C})$$

where $p_i : C \times C \to C$ are the projections. Moreover, it is easily checked that

$$(\pi^*\mathcal{L}_{[2]})_{\tilde{C} \times \tilde{C}} = \pi_C^*\mathcal{L}_{[2]}^{[2]}$$

where $\pi_C : C \times C \to \text{Hilb}^2(C)$ is the natural projection and $\mathcal{L}_{[2]}^{[2]}$ is the tautological line bundle associated with $\mathcal{L}_{|C}$ on $\text{Hilb}^2(C)$. It remains to apply [Mi], Cor. 4.3.3 which says that $\pi_C^*\mathcal{L}_{[2]}^{[2]}$ is a stable vector bundle on $C \times C$.

$i = 4$ analogous to $i = 3$.

Thus, we have proved (3.23). To conclude the proof of the proposition we note that for $n \in \mathbb{N}$ we have $H_{n+N_1} = nF + \tilde{H}_{N_1}$. Define the function

$$\varphi_n : K^0(\text{Coh}(\tilde{S} \times \tilde{S})) \to \mathbb{Q}$$

$$\mathcal{F} \mapsto \sum_{i=0}^{2} n^i \frac{3!}{i!(3-i)!} \int_{\tilde{S} \times \tilde{S}} c_1(\mathcal{F})^i [\tilde{H}_{N_1}]^{3-i}$$

Then for all $\mathcal{F} \in \text{Coh}(\tilde{S} \times \tilde{S})$ one has

$$\mu_{H_{n+N_1}}(\mathcal{F}) = n^3 \mu_{\mathcal{F}}(\mathcal{F}) + \frac{\varphi_n(\mathcal{F})}{\text{rk}(\mathcal{F})}$$

(3.25)
Inequality (3.23) implies that there exists a positive constant $k > 0$ such that for all sub-line bundles $A \subset E$ with property 3.) we have

$$\mu_F(E) - \mu_F(A) \geq k. \quad (3.26)$$

This is because $\mu_F$ takes integer values on line bundles.

We will now show that $\varphi_n(A) < \varphi_n(E)$. To see this, note first that $A \cap L_1(-D) = 0$. Indeed, otherwise the torsion-free sheaf $A + L_1(-D)$ would be of rank 1 as follows from the short exact sequence

$$0 \to A \cap L_1(-D) \to A \oplus L_1(-D) \to A + L_1(-D) \to 0.$$ 

Then the reflexive hull $A'$ of $A + L_1(-D)$ would be a sub-line bundle of $E$ which again would have property 3.) because $A \subset A'$. From what we have seen above we deduce $\mu_F(A') < \mu_F(E)$. On the other hand

$$\mu_F(E) = \mu_F(L_1(-D)) \leq \mu_F(A') < \mu_F(E).$$

This is a contradiction, whence $A \cap L_1(-D) = 0$. Then we have a short exact sequence

$$0 \to A \oplus L_1(-D) \to E \to Q \to 0 \quad (3.27)$$

where $Q$ is a torsion sheaf. It follows that $c_1(Q)$ is either zero or effective. Since $\varphi_n$ involves only products of the nef divisor $F$ and the ample divisor $\overline{H}_{N_1}$, this implies that $\varphi_n(Q) \geq 0$. We claim that there exists $n_1 \in \mathbb{N}$ such that for $n \geq n_1$ we have $\varphi_n(L_1(-D)) > 0$. To see this, it is enough to show that the $n^2$-term of $\varphi_n(L_1(-D))$ is positive. We have

$$c_1(L(-D))[F]^2[\overline{H}_{N_1}] = (\alpha_1 - [D])[F]^2(N_1[F] - [D])$$

$$= N_1\alpha_1[F]^3 + [F]^2[D]^2 - [D](N_1[F]^3 + \alpha_1[F]^2).$$
If $q$ denotes the intersection product on $S$, then we obtain

$$\int_{S \times S} N_1\alpha_1[F]^3 + \int_{S \times S} [F]^2[D]^2 = N_1 \int_{S \times S} r_1^* c_1(L_1) (r_1^*[H] + r_2^*[H])^3 + \int_D [F]^2\xi$$

$$= \left(3N_1q(c_1(L_1), [H]) - 4\right) q([H]) > 0.$$ 

Here, $r_i : S \times S \to S$ are the projections and $\xi = [D]|_D = c_1(O_{\mathcal{F}(N_{\Delta(S \times S)}(-1))})$. In the last inequality we use that $N_1 \geq 4$ and that $c_1(L)$ is an effective class on $S$. This proves the existence of $n_1$ with $\varphi_n(L_1(-D)) > 0$ for all $n \geq n_1$. Now by (3.27) we have

$$\varphi_n(A) = \varphi_n(E) - \varphi_n(Q) - \varphi_n(L_1(-D)) < \varphi_n(E) \quad (3.28)$$

for all $n \geq n_1$. Putting together (3.25), (3.26) and (3.28) we find for $n \geq n_1$ and for all line bundles $A \subset E$ with property 3.)

$$\mu_{\tilde{R}_{n+N_1}}(E) - \mu_{\tilde{R}_{n+N_1}}(A) = n^3(\mu_F(E) - \mu_F(A)) + \frac{\varphi_n(E)}{2} - \varphi_n(A)$$

$$> n^3k - \frac{\varphi_n(E)}{2}.$$ 

Now since $k > 0$ and since $\varphi_n(E)$ is a polynomial of degree 2 in $n$, there exists $n_2 \geq n_1$ such that $n^3k - \frac{\varphi_n(E)}{2} > 0$ for all $n \geq n_2$. Therefore, with $N_3 := N_1 + n_2$, inequality (3.21) is satisfied for $i = 3$. This completes the proof of the proposition. □
3.3 The Fano variety of lines on a cubic fourfold

In this section we study cubic fourfolds and its varieties of lines. These Fano varieties are known to be deformations of the second Hilbert scheme of a K3 surface (see Theorem 3.3.1.1 below) and sometimes they are even isomorphic to such a Hilbert scheme. We calculate fundamental classes of surfaces in the Fano variety which are naturally induced by the geometry of $Y$. On the way we have to express the Chern classes of $F$ in terms of Schubert cycles.

We summarize here the notation we will use in the sequel. Let

- $Y \subset \mathbb{P}^5$ be a smooth cubic fourfold.
- $F \subset \text{Gr}(2, 6) =: \text{Gr}$ be its Fano variety of lines.
- $g \in H^2(F, \mathbb{Z})$ be the class of the Plücker polarization.
- $\mathcal{F} \to \mathcal{O}_F \otimes \mathbb{C}^6$ be the universal subbundle.
- $Z \subset Y \times F$ be the incidence variety, that is $Z = \{(x, [l]) \in Y \times F \mid x \in l\}$.
- $q : Z \to Y$ and $\pi : Z \to F$ be the restrictions of the projections.
- $\mathcal{O}_Z(-1) \to \pi^* \mathcal{F}$ be the relative tautological bundle of the $\mathbb{P}^1$-bundle $\pi$.

We will need the the analogous objects for $\mathbb{P}^5$ and the Grassmannian $\text{Gr}$.

Let

- $\mathcal{G} \to \mathcal{O}_{\text{Gr}} \otimes \mathbb{C}^6$ be the universal subbundle, $\mathcal{Q}$ the universal quotient bundle. Thus we have an exact sequence $0 \to \mathcal{G} \to \mathcal{O}_{\text{Gr}}^\oplus 6 \to \mathcal{Q} \to 0$.
- $\tilde{Z} \subset \mathbb{P}^5 \times \text{Gr}$ be the incidence variety.
- $\tilde{q} : \tilde{Z} \to \mathbb{P}^5$ and $\tilde{p} : \tilde{Z} \to \text{Gr}$ be the projections.
- $\mathcal{O}_{\tilde{Z}}(-1) \to \tilde{q}^* \mathcal{G}$ be the relative tautological bundle.
- For $[l] \in \text{Gr}$, denote by $W[l]$ the corresponding 2-dimensional subspace of $\mathbb{C}^6$.

3.3.1 The result of Beauville and Donagi

In [BD], Beauville and Donagi study the Fano variety of lines on a cubic fourfold $Y$. They obtain the following:

**Theorem 3.3.1.1** (Beauville, Donagi). Let $Y \subset \mathbb{P}^5$ be a smooth cubic fourfold, let $F \subset \text{Gr}(2, 6)$ be the variety parameterizing lines on $Y$. Then $F$ is a smooth, projective Hyperkähler manifold, deformation equivalent to $\text{Hilb}^2(S)$ for a K3 surface $S$. If $Z \subset Y \times F$ is the universal subscheme, then the correspondence

$$\Phi : H^4(Y, \mathbb{Z}) \to H^2(F, \mathbb{Z}), \; \alpha \mapsto p_*(q^* \alpha \cup [Z])$$

is an isomorphism of Hodge structures.

This theorem is proved by considering Pfaffian cubics which form a hypersurface in the moduli space of cubic fourfolds. To such a Pfaffian cubic
Y one can associate a K3 surface $S$ of degree 14 in $\mathbb{P}^8$ and Beauville and Donagi construct explicitly an isomorphism between $F(Y)$ and $\text{Hilb}^2(S)$ if $Y$ contains no plane and $S$ no line.

Later, Hassett discovered that there are actually countably many hypersurfaces in the moduli space of cubic fourfolds to the members of which one can associate a K3 surface such that an isomorphism as above exists (see [Has]).

### 3.3.2 Chern classes of $F$

First, we will express $c_2(F)$ in terms of Schubert cocycles. Note that the odd Chern classes of $F$ vanish since $F$ is symplectic.

**Lemma 3.3.2.1.** There is a canonical isomorphism 

$$O_{\tilde{Z}}(-1) \simeq \tilde{q}^* O_{\mathbb{P}^5}(-1).$$

**Proof.** The tautological bundles in question are defined by the universal inclusions

$$O_{\mathbb{P}^5}(-1) \hookrightarrow O_{\mathbb{P}^5} \otimes \mathbb{C}^6$$

and

$$O_{\tilde{Z}}(-1) \hookrightarrow \tilde{p}^* G \hookrightarrow O_{\tilde{Z}} \otimes \mathbb{C}^6$$

given pointwise over $x \in \mathbb{P}^5$ by $Cx \subset \mathbb{C}^6$ and over $(x, [l]) \in \tilde{Z}$ by $Cx \subset G([l]) = W[l] \subset \mathbb{C}^6$. The claim follows immediately. □

Note that by restriction the analogous isomorphism exists over $Z$.

**Lemma 3.3.2.2** (Altman, Kleiman (see [AK])). The Fano variety $F \subset \text{Gr}$ is defined by a regular section of $\text{Sym}^3(G^\vee)$.

**Proof.** By Lemma 3.3.2.1 for $d \geq 0$ we get $\tilde{p}_s \tilde{q}^* O_{\mathbb{P}^5}(d) \simeq \text{Sym}^d(G^\vee)$. Let $s \in H^0(\mathbb{P}^5, O_{\mathbb{P}^5}(3))$ be the defining section of $Y$. Then Altman and Kleiman show that the zero set $F'$ of the section $t \in H^0(\text{Gr}, \text{Sym}^3(G^\vee))$ which corresponds to $\tilde{q}^* (s)$ represents the functor

$$(\text{C - schemes}) \rightarrow (\text{Sets}), \ T \mapsto \{\text{flat families of lines in } Y \subset \mathbb{P}^5 \text{ par. by } T\}.$$

Hence $F' \simeq F$. Next, they show that $t$ is a regular section. We could deduce this also be from [BD], because $\text{rk} \text{Sym}^3 G^\vee = 4 = \text{codim}(F, \text{Gr}).$ □

**Corollary 3.3.2.3.** The normal bundle of $F$ in $\text{Gr}$ is $\text{Sym}^3(F^\vee)$. □

**Lemma 3.3.2.4.** Let $E$ be a rank 2 vector bundle on a smooth complex variety $X$. Then $\text{ch}_1(\text{Sym}^3 E) = 6 \text{ch}_1(E)$ and $\text{ch}_2(\text{Sym}^3 E) = 2 \text{ch}_1^2(E) + 10 \text{ch}_2(E)$. □
Next, we look at the normal bundle sequence of $F \subset \text{Gr}$

$$0 \rightarrow T_F \rightarrow T_{Gr|F} \rightarrow N_{F/Gr} \rightarrow 0. \hspace{1cm} (3.29)$$

We have $T_{Gr} = \mathcal{H}om(\mathcal{G}, \mathcal{Q}) \cong \mathcal{G}^\vee \otimes \mathcal{Q}$ and $N_{F/Gr} = \text{Sym}^3(\mathcal{G}^\vee)|_F = \text{Sym}^3(\mathcal{F}^\vee)$. To calculate the Chern classes of these bundles we have to deal with Schubert cocycles. Fix a flag

$$\{0\} = V_0 \subset V_1 \subset \ldots \subset V_6 = \mathbb{C}^6. \hspace{1cm} (3.30)$$

Let $4 \geq a_1 \geq a_2 \geq 0$ be two integers. We define the Schubert cycle

$$\Sigma_{a_1,a_2} := \{[l] \in \text{Gr} \mid \dim(W_{[l]} \cap V_{4+i-a_i}) \geq i\}$$

and the corresponding cocycle

$$\sigma_{a_1,a_2} := [\Sigma_{a_1,a_2}] \in H^{2(a_1+a_2)}(\text{Gr}, \mathbb{Z}).$$

If $a_2 = 0$, we will write $\Sigma_{a_1}$ instead of $\Sigma_{a_1,0}$ and $\sigma_{a_1}$ instead of $\sigma_{a_1,0}$. The Schubert cocycles generate freely the integral cohomology of $\text{Gr}$ and are independent of the flag. The Gauss–Bonnet theorem gives

$$c_r(\mathcal{G}) = (-1)^r \sigma_{1,...,1}. \hspace{1cm}$$

We thus get

$$\text{ch}_1(\mathcal{G}) = -\sigma_1$$

and

$$\text{ch}_2(\mathcal{G}) = \frac{\sigma_1^2}{2} - \sigma_{1,1} = \frac{\sigma_{2,0} - \sigma_{1,1}}{2}$$

where we used a special case of Pieri’s formula which gives $\sigma_1^2 = \sigma_{1,1} + \sigma_{2,0}$ (see [GH]).

Denote for any compact manifold $X$ by $D_X$ the involution of $\bigoplus_i H^{2i}(X)$ acting as $(-1)^i$H on $H^{2i}(X)$. Using $\text{ch}(\mathcal{G}^\vee) = D_X(\text{ch}(\mathcal{G}))$ and $\text{ch}(\mathcal{Q}) = -\text{ch}(\mathcal{G})$ for $i \geq 1$ we see that

$$\text{ch}_1(T_{Gr}) = -4 \text{ch}_1(\mathcal{G}) - 2 \text{ch}_1(\mathcal{G}) = 6\sigma_1$$

and

$$\text{ch}_2(T_{Gr}) = 4 \text{ch}_2(\mathcal{G}^\vee) + 2 \text{ch}_2(\mathcal{Q}) + \text{ch}_1(\mathcal{G}^\vee) \text{ch}_1(\mathcal{Q})$$

$$= 4 \text{ch}_2(\mathcal{G}) - 2 \text{ch}_2(\mathcal{G}) + \text{ch}_1(\mathcal{Q})$$

$$= \sigma_2 - \sigma_{1,1} + \sigma_1^2$$

$$= 2\sigma_2.$$

For the normal bundle we get using Lemma 3.3.2.4

$$\text{ch}_1(\text{Sym}^3(\mathcal{G}^\vee)) = 6\sigma_1$$
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and

$$\text{ch}_2(\text{Sym}^3(G^\vee)) = 2\sigma_1^2 + 5(\sigma_2 - \sigma_{1,1})$$

$$= 7\sigma_2 - 3\sigma_{1,1}.\)$$

We will denote by $\tau_{a_1,a_2}$ the pullback of $\sigma_{a_1,a_2}$ to $F$, and as above, we write $\tau_{a_1}$ for $\tau_{a_1,0}$. Taking into account (3.29) we have proved the

**Proposition 3.3.2.5.** The Chern character of $T_F$ is

$$4 + 3\tau_{1,1} - 5\tau_2 + \chi(F) \text{ vol}$$

where $\text{vol}$ is the integral generator of $H^8(F,\mathbb{Z})$ given by the orientation. In other words, $c_2(F) = 5\tau_2 - 3\tau_{1,1}$.

### 3.3.3 The image of the correspondence $[Z]$.

To begin with, let $C \subset Y$ be a complete intersection of $Y$ with three hyperplanes, let $S_C := \{[l] \in F \mid l \cap C \neq \emptyset\}$.

**Proposition 3.3.3.1.** The set $S_C$ is a surface in $F$ with fundamental class

$$[S_C] = \tau_2 = \frac{1}{8}(c_2(F) + 3g^2).$$

**Proof.** Assume $C = H_1 \cap H_2 \cap H_3 \cap Y$ where the $H_i \subset \mathbb{P}^5$ are hyperplanes. Let $U \subset \mathbb{C}^6$ denote the three-dimensional subspace corresponding to $H_1 \cap H_2 \cap H_3$. Choose a flag as in (3.30) such that $V_3 = U$. Then

$$S_C = \{[l] \in F \mid \dim W[l] \cap U \geq 1\} = \Sigma_2 \cap F,$$

and therefore $[S_C] = \tau_2$. Since the Plücker embedding is given by the line bundle $\det F^\vee$, we have $g = c_1(F^\vee) = \tau_1$. Hence, $g^2 = \tau_1^2 = \tau_{1,1} + \tau_2$ and the claim follows from Proposition 3.3.2.5. \qed

**Corollary 3.3.3.2.** Let $B(Y) \subset H^*(Y,\mathbb{Q})$ be the $\mathbb{Q}$-vector space of algebraic cohomology classes, let $A \subset H^*(F,\mathbb{Q})$ be the image of $B(Y)$ under the correspondence $[Z]_* : H^*(Y) \to H^*(F)$. Then $A$ is generated as a $\mathbb{Q}$-vector space by $1_F, \text{NS}(F), c_2(F), g^2$.

**Proof.** Beauville and Donagi show that the restriction in degree 4 yields an isomorphism of Hodge structures $[Z]_* : H^4(Y,\mathbb{Z}) \simeq H^2(F,\mathbb{Z})$. Combined with the fact that $H^8(Y,\mathbb{Q}) = \mathbb{Q}[C]$ and that the class of the surface $S_C$ considered above in $H^4(F,\mathbb{Q})$ is nothing but $q_* p^*((C)) = [Z]_*([C])$ for a generic choice of the hyperplanes defining $C$, the assertion follows from Proposition 3.3.3.1. \qed
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3.3.4 The Fano surface of lines on a cubic threefold

Let \(W \subset Y\) be a smooth cubic threefold, i.e. a hyperplane section. Then by a classical theorem of Fano [Fa], the variety \(F_W\) parameterizing lines on \(W\) is a smooth surface. This is naturally contained in \(F\).

**Proposition 3.3.4.1.** The fundamental class of the Fano surface is

\[
[F_W] = c_2(F) = \frac{1}{8}(5g^2 - c_2(F)).
\]

**Proof.** The Fano surface is the zero set of the section of \(p_* \mathcal{O}_Z(1) = F^\vee\) corresponding to the defining section of \(W\) in \(H^0(Y, \mathcal{O}_Y(1))\). This section is regular since \(H\) is of codimension \(2 = \text{rk}(F^\vee)\). But then \([F_W] = c_2(F^\vee) = c_2(F)\). For the second equality we use that \(c_2(F) = \tau_{1,1}\) and that \(g^2 = \tau_{1,1} + \tau_2\) and we combine this with Proposition 3.3.2.5. \(\square\)

Voisin [Vo1] pointed out that \(F_W\) is a Lagrangian surface with respect to the holomorphic symplectic form on \(F\). One can see this by noting that the image of the restriction map \(H^2(F, \mathbb{Q}) \to H^2(F_W, \mathbb{Q})\) is identified via the universal line to the image of the restriction \(H^4(Y, \mathbb{Q}) \to H^4(W, \mathbb{Q})\).

Let \(\text{NS}(F)\) be the rational Néron–Severi group and let \(T(F)\) be its Beauville–Bogomolov orthogonal complement. Identifying \(B(H^4(F, \mathbb{Q})) \simeq \text{End}_{\text{Hdg}}(T(F)) \oplus \text{End}_{\mathbb{Q}}(\text{NS}(F))\) (see Section 3.4), we see that \(F_W\) is a Lagrangian surface whose fundamental classes has a non-trivial component in \(\text{Sym}^2(T(F))\). Indeed, \(c_2(F)\) has such a component and \(g^2 \in \text{End}_{\mathbb{Q}}(\text{NS}(F))\).
3.4 Discussion

We note that all algebraic classes which we have constructed in the last two sections are linear combinations of products of divisor classes and the second Chern class of the variety. This has the following conceptual explanation.

Let $X$ be a projective deformation of the second Hilbert square of a K3 surface. Recall that Beauville and Bogomolov found a natural, deformation-invariant quadratic form $q$ on $H^2(X, \mathbb{Z})$ such that the rational singular cohomology of $X$ becomes a Hodge structure of K3 type. Denote the corresponding period domain by $\Omega$. Proposition 3.1.1.1 and Lemma 3.1.2.1 allow us to make the identification $H^4(X, \mathbb{Q}) \cong \text{End}_\mathbb{Q}(H^2(X, \mathbb{Q}))'$ where $'$ is the involution induced by adjunction with respect to $q$. Let $T(X)$ and $\text{NS}(X)$ be the transcendental lattice resp. the Néron–Severi group of $H^2(X, \mathbb{Q})$ (see (1.5)). Then we get by (1.6)

$$B(H^4(X, \mathbb{Q})) \cong \text{End}_{\text{Hdg}}(H^2(X, \mathbb{Q}))' \cong \text{End}_{\text{Hdg}}(T(X))' \oplus \text{End}_{\mathbb{Q}}(\text{NS}(X))'.$$

It is easy to see that $c_2(X)$ is a nonzero multiple of the identity (see [Vo4, p. 18f.] or [NW]).

For $\alpha_1, \ldots, \alpha_r \in \text{NS}(X)$, let $\Omega_{\alpha_1} \subset \Omega$ be the corresponding Hodge loci (see Definition 1.2.1.1). We write $\Omega_{\alpha_1, \ldots, \alpha_r}$ for $\Omega_{\alpha_1} \cap \ldots \cap \Omega_{\alpha_r}$.

Definition 3.4.1. Let $\varphi \in B(H^4(X, \mathbb{Q})) \subset \text{End}_\mathbb{Q}(H^2(X, \mathbb{Q}))$. We say that the Hodge locus $\Omega_\varphi \subset \Omega$ of $\varphi$ contains a divisor-like deformation space if there exist $\alpha_1, \ldots, \alpha_r \in \text{NS}(X) \setminus \{0\}$ with

$$\Omega_{\alpha_1, \ldots, \alpha_r} \subset \Omega_\varphi.$$

Proposition 3.4.2. Let $\varphi \in B(H^4(X, \mathbb{Q}))$. If the Hodge locus of $\varphi$ contains a divisor-like deformation space, then $\varphi$ is a linear combination of $c_2(X)$ and of products of divisor classes.

Proof. If $\varphi$ is not a linear combination of $c_2(X)$ and products of divisor classes, then $\varphi(\sigma_X) = \lambda \sigma_X$ for some $\lambda \in \mathbb{R} \setminus \mathbb{Q}$. We show that this implies that $\Omega_\varphi$ does not contain a divisor-like deformation space.

Let $W_\lambda \subset H^2(X, \mathbb{C})$ be the eigenspace corresponding to $\lambda$, then by Lemma 1.2.1.2 we have $\Omega_\varphi = \mathbb{P}(W_\lambda) \cap \Omega$. Note that $W_\lambda$ contains no nonzero rational vector, since $\lambda \notin \mathbb{Q}$.

On the other hand, let $\alpha_1, \ldots, \alpha_r \in \text{NS}(X) \setminus \{0\}$, put

$$W_{\alpha_1, \ldots, \alpha_r} := \ker(q(\alpha_1, *)) \cap \ldots \cap \ker(q(\alpha_r, *)).$$

Then $\Omega_{\alpha_1, \ldots, \alpha_r} = \mathbb{P}(W_{\alpha_1, \ldots, \alpha_r}) \cap \Omega$. Note that $W_{\alpha_1, \ldots, \alpha_r}$ is defined over $\mathbb{Q}$. Clearly $\Omega_{\alpha_1, \ldots, \alpha_r} \subset \Omega_\varphi$ if and only if $W_{\alpha_1, \ldots, \alpha_r} \subset W_\lambda$. But $W_\lambda \cap W_{\alpha_1, \ldots, \alpha_r} = \{0\}$, since $W_\lambda$ does not contain nonzero rational vectors. □
Now the point is, that the constructions presented in the last sections yield algebraic cohomology classes on $X$ whose Hodge locus contains a divisor-like deformation space.

Indeed, the germ $(\Omega, [\sigma_X])$ is a germ of a universal deformation space of $X$. In the case that $X = \text{Hilb}^2(S)$ for a K3 surface $S$ and that $\mathcal{L} \in \text{Pic}(S)$ the vector bundle $\mathcal{L}^{[2]}$ deforms (at least, there could be other deformation directions) in all directions in which the classes $\varphi(c_1(\mathcal{L}))$ and $\delta$ remain of type $(1,1)$. Thus the Hodge loci of the characteristic classes $c_2(\mathcal{L}^{[2]})$ and $\text{ch}_2(\mathcal{L}^{[2]})$ contain divisor-like deformation spaces. The proposition shows that these classes are linear combinations of $c_2(X)$ and of divisor classes.

The case of the Fano surface and the surface of lines meeting a given curve in $X = F(Y)$ is analogous, these surfaces exist whenever the Plücker polarization remains algebraic.

Similar observations apply to many examples of surfaces one could construct on $X$. For example, a Lagrangian surface $S \subset X$ has a fundamental class with Hodge locus containing a divisor-like deformation space by a result of Voisin [Vo1].

In the beginning of this chapter we started with a K3 surface $S$. The idea was to construct algebraic cycles on a deformation of $\text{Hilb}^2(S)$ and to deform such cycles to $\text{Hilb}^2(S)$ in order to prove the algebraicity of Hodge classes on $S \times S$. Clearly, the Hodge classes on $S \times S$ we are interested in correspond to Hodge classes in $B(H^4(\text{Hilb}^2(S), \mathbb{Q}))$ which lie in $\text{End}_{\text{Hdg}}(T(\text{Hilb}^2(S)) \setminus \mathbb{Q})$. The proposition tells us that in order to construct algebraic cycles which represent such classes, we have to find a construction which leads to cohomology classes without divisor-like deformation space in their Hodge locus.
Chapter 4

Two complementary results

4.1 **K3 surfaces with CM are defined over number fields**

In this section we study K3 surfaces with complex multiplication. The following result was known before by work of Piatetski-Shapiro and Shafarevich [PSS], later it was reproved by Rizov [Ri] (see (iii) in the remark below). However, the method presented here is different.

**Theorem 4.** Let $S$ be a K3 surface with complex multiplication by a CM field $E$. Assume that $m = \dim_E T(S) = 1$. Then $S$ is defined over an algebraic number field.

**Proof.** Let $\varphi \in E = \text{End}_{\text{Hdg}}(T(S))$ with $\varphi(\sigma_S) = \lambda \sigma_S$ such that $E = \mathbb{Q}(\lambda)$. Here we write $\sigma_S$ for the period of $S$. Denote by $T_\lambda \subset T(S)_C$ the eigenspace to $\lambda$. Let $\Omega$ be the period domain parametrizing Hodge structures of K3 type on $H^2(S, \mathbb{Z})$ equipped with the quadratic form given by the intersection form on $S$. By Lemma 1.2.1.2 the Hodge locus of $\varphi$ in $\Omega$ is contained in $P(T_\lambda) \cap \Omega$. Since $\dim_C T_\lambda = \dim_E(T(S)) = 1$ (see the proof of Corollary 1.1.8.2 for the argument), we see that the Hodge locus of $\varphi$ is reduced to the point $[\sigma_S]$.

The idea is now to consider a moduli space defined over $\mathbb{Q}$ which contains $(S, \varphi)$ and to use the rigidity of $(S, \varphi)$ to conclude that $S$ is defined over $\mathbb{Q}$.

Mukai’s Theorem 1.1.4.1 tells us that there are surfaces $Z_1, \ldots, Z_k \subset S \times S$ and rational numbers $a_1, \ldots, a_k$ such that $\varphi = \sum_i a_i [Z_i]_{S \times S}$. Embed $S$ in $\mathbb{P}^N$ and denote by $\text{Hilb}^{|S|}(\mathbb{P}^N)$ (resp. by $\text{Hilb}^{|Z_i|}(\mathbb{P}^N \times \mathbb{P}^N)$) the Hilbert scheme of subvarieties of $\mathbb{P}^N$ with the same Hilbert polynomial as $S$ (resp. subvarieties of $\mathbb{P}^N \times \mathbb{P}^N$ with the same Hilbert polynomial as $Z_i$). Define $\tilde{H}$ as the incidence variety

$$\tilde{H} = \left\{ (T, Y_1, \ldots, Y_k) \in \text{Hilb}^{|S|}(\mathbb{P}^N) \times \prod_i \text{Hilb}^{|Z_i|}(\mathbb{P}^N \times \mathbb{P}^N) \mid Y_i \subset T \times T \right\}$$
Then \(\tilde{H}\) is a projective \(\mathbb{Q}\)-variety which admits \(x_0 = (S, Z_1, \ldots, Z_k)\) as a \(\mathbb{C}\)-rational point. Choose an irreducible component \(H\) of \(\tilde{H}_{\mathbb{Q}}\) which is defined over \(\overline{\mathbb{Q}}\) and which passes through \(x_0\). Denote by \(\rho: \mathcal{Y} \to H\) the universal family over \(H\). Let \(\pi: \mathcal{X} \to H\) be the pullback of the universal family over \(\text{Hilb}^{|S|}(\mathbb{P}^N)\) along the composition

\[
H \to \text{Hilb}^{|S|}(\mathbb{P}^N) \times \prod_i \text{Hilb}^{|Z_i|}(\mathbb{P}^N \times \mathbb{P}^N) \to \text{Hilb}^{|S|}(\mathbb{P}^N).
\]

The fibers of \(\rho\) are products of surfaces \(T \times Y_1 \times \ldots \times Y_k\) with \(Y_i \subset T \times T\) and the fibers of \(\pi\) are surfaces \(T\). There is a commutative diagram

\[
\begin{array}{ccc}
\mathcal{Y} & \xrightarrow{\rho} & \mathcal{X} \\
\downarrow \pi & & \downarrow \\
H & &
\end{array}
\]

where the horizontal map is given by the restriction of the projection \(H \times \mathbb{P}^N \times \prod_i (\mathbb{P}^N \times \mathbb{P}^N) \to H \times \mathbb{P}^N\) to \(\mathcal{Y}\). Since \(\pi^{-1}(x_0) \simeq S\) is smooth and since \(\pi\) is flat there exists an open subset \(U \subset H\) such that \(\pi: \pi^{-1}(U) \to U\) is smooth (see [Har], Exercise III.10.2, we may assume without loss of generality \(H\) reduced).

Now we show, that all fibers of \(\pi_{\mathbb{C}}: \pi^{-1}(U)_{\mathbb{C}} \to U_{\mathbb{C}}\) are isomorphic to \(S\). For that sake we first pass to the analytic category (without changing the notation). Clearly all fibers of \(\pi\) over \(U_{\mathbb{C}}\) are smooth K3 surfaces. For \(x \in U_{\mathbb{C}}\), choose a path \(\gamma = (x_t)_{t \in [0,1]}\) in \(U_{\mathbb{C}}\) connecting \(x_0 = x_0\) and \(x = x_1\). Choosing a marking of the restriction of \(\mathcal{Y}\) to \(\gamma\), we get a path \([\sigma_x]\) in the period domain \(\Omega\). All Hodge structures along this path are contained in the Hodge locus of \(\varphi\). Indeed, the self-products of all surfaces parametrized by \(\gamma\) contain surfaces of class \([Z_i]\) as can be read off the diagram (4.1). Hence \(\varphi\) is an algebraic class on the self-products of the corresponding K3 surfaces. By the rigidity of \((S, \varphi)\) we see that \([\sigma_t] = [\sigma_0]\) for all \(t\). The local Torelli theorem for K3 surfaces implies that \(X_x \simeq X_{x_0} = S\).

It remains to note that the \(\overline{\mathbb{Q}}\)-rational points are dense in \(H\) and so there is a \(\overline{\mathbb{Q}}\)-rational point \(p\) contained in \(U\). The fiber \(\pi^{-1}(p) \simeq S\) is defined over \(\overline{\mathbb{Q}}\).

**Remark.**

(i) In this proof, we used Mukai’s result for Picard number smaller than 5. Indeed, it could happen for a K3 surface \(S\) as in the theorem that the Picard number \(\rho(S)\) is smaller than 5. This would mean that \([E : \mathbb{Q}] = 16\) or \([E : \mathbb{Q}] = 18\). There exist alternative proofs in these two cases avoiding the reference to Mukai, see (iii).

(ii) The proof actually shows that the surfaces \(Z_1, \ldots, Z_k \subset S \times S\) with \(\sum_i a_i [Z_i] = \varphi\) can be chosen in such a way that they are defined over \(\overline{\mathbb{Q}}\).
Some authors use a stricter notion of a K3 surface with complex multiplication. They say that $S$ has CM if and only if $\text{SMT}(T(S))$ is a torus (see e.g. [PSS], [Bo], [Ri]). We will see below that this is equivalent to the assumption of Theorem 4.

Piatetski-Shapiro and Shafarevich [PSS] prove that a K3 surface with complex multiplication in this stricter sense is defined over an algebraic number field. Their proof relies on the Kuga–Satake correspondence and on the corresponding result for Abelian varieties. Rizov [Ri] proves that the period map for K3 surfaces is defined over $\mathbb{Q}$. From this he deduces that if a K3 surface has complex multiplication by $E$ in the strict sense, then $S$ is defined over a cyclic, finite extension of $E$.

Now we prove that complex multiplication in the strict sense coincides with the assumption of Theorem 4. Let $S$ be a K3 surface with $\text{End}_{\text{Hdg}}(T(S)) = E$ for a CM field $E$. Then Zarhin’s results [Z] imply that the special Mumford–Tate group of $T(S)$ is the Weil restriction of the unitary group of a certain non-degenerate Hermitian form on the $E$-vector space $T(S)$.

Combining this with Corollary 1.1.8.2, we see that a K3 surface $S$ has complex multiplication by a CM field $E$ with $\dim_{E}(T(S)) = 1$ if and only if the special Mumford–Tate group of $T(S)$ is a torus. Indeed, the unitary group of a non-degenerate Hermitian form in $m$ variables is a torus if and only if $m = 1$ and the special orthogonal group of a non-degenerate quadratic form in $m \geq 3$ variables is never a torus.

Shioda and Inose [SI] show that a K3 surface $S$ with Picard number 20 is defined over an algebraic number field. Such a K3 surface has complex multiplication by a quadratic CM field $E$ and $\dim_{E} T(S) = 1$ (see (iii)). Their proof relies on a structure theorem for K3 surfaces with maximal Picard number. This says that a K3 surface with Picard number 20 is a quotient of a Kummer surface associated to the self-product of an elliptic curve with complex multiplication.
4.2 André motives

In this part we are concerned with André’s category of motives which will be reviewed in the first two sections. The basic idea is to modify Grothendieck’s homological motives by adjoining formally the inverse Lefschetz operator to the morphism sets. This allows to circumvent the open standard conjectures and to get a semisimple, Tannakian category of motives.

We then focus on algebraic deformations of moduli spaces of sheaves on K3 surfaces. These form one of the few classes of examples of irreducible symplectic varieties. The geometry of these has been studied extensively by many people, among them Beauville, Huybrechts, O’Grady and Verbitsky. Many results suggest that much of the geometry is governed by the weight two Hodge structure on the second integral cohomology which can be equipped with Beauville’s quadratic form. Our main result in this section is another manifestation of this principle. We show that for any algebraic deformation \( Y \) of a moduli space of sheaves on a K3 surface, the motive \( h(Y) \) is an object of the category generated by \( h^2(Y) \). This result is actually a reformulation of Markman’s result on the monodromy group of moduli spaces of sheaves on K3 surfaces in motivic terms.

Using André’s results on motives of varieties with a polarized Hodge structure of primitive K3 type, we can conclude that any Hodge class on \( Y \) is motivated and therefore absolute in the sense of Deligne. Furthermore, the proof of the standard conjectures for all smooth projective varieties would imply the Hodge conjecture for \( Y \).

4.2.1 Tensor categories and Tannakian categories

The definitions given in this section are taken from [An3, Ch. 2]. Let \( k \) be a field, let \( T \) be a \( k \)-linear category (i.e. \( T \) is an additive category, the morphism sets in \( T \) are \( k \)-vector spaces and the composition of morphisms is \( k \)-bilinear).

**Definition 4.2.1.1.** The category \( T \) is a tensor category if it admits a tensor structure that is

- a bilinear bifunctor \( \otimes : T \times T \to T \),
- a unit object \( 1 \) and
- functorial isomorphisms
  
  \[
  a_{LMN} : (L \otimes M) \otimes N \cong L \otimes (M \otimes N) \\
  c_{MN} : M \otimes N \cong N \otimes M \\
  u_M : M \otimes 1 \cong M \text{ and } u'_M : 1 \otimes M \cong M
  \]

  which are subject to the natural compatibility conditions.
A tensor category is called \textit{rigid} if it admits in addition an autoduality

$$\nabla: \mathcal{T}^{\text{op}} \to \mathcal{T}$$

such that for any object $M$ of $\mathcal{T}$ the pairs of functors $(\ast \otimes M^\nabla, \ast \otimes M)$ and $(M^\nabla \otimes \ast, M \otimes \ast)$ are adjoint pairs.

\textit{Examples.} i) The category $\text{Vec}_k$ of finite-dimensional $k$-vector spaces with the classical tensor product and duality is a rigid tensor category.

ii) The category of $\mathbb{Z}$-graded, finite-dimensional $k$-vector spaces $\text{VecGr}_k$ has a tensor structure. The tensor product is given by the graded tensor product

$$\left( \bigoplus_k V_k \right) \otimes \left( \bigoplus_l W_l \right) = \bigoplus_m \bigoplus_{k+l=m} (V_k \otimes_k W_l),$$

the isomorphisms $a, c, u$ defined as the natural ones.

Suppose that the rigid, $k$-linear tensor category $\mathcal{T}$ is Abelian and that $\text{End}(\mathbb{1}) = k$.

\textbf{Definition 4.2.1.2.} A \textit{fibre functor} on $\mathcal{T}$ is a faithful, exact functor of tensor categories (i.e. compatible with the tensor structures)

$$\omega: \mathcal{T} \to \text{Vec}_K$$

where $K$ is some field extension of $k$.

If $\mathcal{T}$ admits a fibre functor, it is called \textit{Tannakian}. If $\mathcal{T}$ admits a fibre functor to $\text{Vec}_k$, it is called \textit{neutral Tannakian}.

\textbf{Definition 4.2.1.3.} A \textit{Tannakian subcategory} of a Tannakian category $\mathcal{T}$ is a full subcategory $\mathcal{T}' \subset \mathcal{T}$ which is stable under finite sums, tensor products and duals and such that each subobject or quotient in $\mathcal{T}$ of an object in $\mathcal{T}'$ is in $\mathcal{T}'$.

\textbf{4.2.2 André motives}

Let $X$ be a smooth projective variety over $\mathbb{C}$, polarized by an ample divisor $H$. Denote by $L$ the Lefschetz operator on the cohomology ring associated with $H$, given by the cup product with the fundamental class $[H]$. The hard Lefschetz theorem asserts that for $k \leq d = \dim(X)$

$$L^k: H^{d-k}(X, \mathbb{Q}) \to H^{d+k}(X, \mathbb{Q}) \quad (4.2)$$

is an isomorphism.

We define the \textit{Lefschetz involution} $\ast_L$ as the operator on $H^*(X, \mathbb{Q})$ which $H^{d-k}(X, \mathbb{Q})$ to $H^{d+k}(X, \mathbb{Q})$ via the Lefschetz isomorphism and which maps
$H^{d+k}(X, \mathbb{Q})$ to $H^{d-k}(X, \mathbb{Q})$ via the inverse of the Lefschetz isomorphism for all $k \leq d$. In formulas

$$*_{L}(\alpha) = L^{d-k}(\alpha)$$

for all $0 \leq k \leq 2d$ and for all $\alpha \in H^{k}(X, \mathbb{Q})$.

Note that $*_{L}$ respects the Hodge decomposition and therefore it can be interpreted as a Hodge class on $X \times X$. There is the famous

**Grothendieck’s standard conjecture $B(X)$**. The operator $*_{L}$ is given by an algebraic class.

The conjecture is true for curves and surfaces by the Lefschetz theorem on $(1,1)$-classes. Lieberman could verify it for Abelian varieties (cf. [Kl]). Arapura [Ar] showed that it holds for moduli spaces of sheaves on curves, Abelian or K3 surfaces. The conjecture is easily seen to be stable under products.

**Definition 4.2.2.1** (André, cf. [An1], 2.1). A cohomology class $\alpha \in H^{*}(X, \mathbb{Q})$ is **motivated** if there exist a smooth projective variety $Y$ and algebraic cycles $Z_1, Z_2$ on $X \times Y$ with

$$\alpha = (pr_{X}^{X \times Y})_{*}([Z_1] \cup *_{XY}[Z_2]).$$

Here $*_{XY}$ is the Lefschetz involution associated to some product polarization $(pr_{X}^{X \times Y})^{*}H + (pr_{Y}^{X \times Y})^{*}G$ where $H$ (resp. $G$) is an ample divisor on $X$ (resp. on $Y$).

Denote the set of motivated classes on $X$ by $A_{mot}(X)$.

**Some properties of motivated classes** (see [An1] 2.1 - 2.5).

i) Any algebraic cohomology class $[Z]$ is motivated (take $Y = \text{Spec}(\mathbb{C}), Z_1 = (pr_{X}^{X \times Y})^{*}Z$ and $Z_2 = ((pr_{X}^{X \times Y})^{*}H^{\dim X}) \times Y$.

Vice versa, if $B(Y)$ was true for all smooth, projective varieties $Y$, then any motivated class would be algebraic.

ii) The set of motivated cohomology classes is stable under sums and cup product.

iii) For any smooth, projective $X, Z$

$$(pr_{X}^{X \times Z})^{*}(A_{mot}(X)) \subset A_{mot}(X \times Z)$$

and

$$(pr_{X}^{X \times Z})^{*}(A_{mot}(X \times Z)) \subset A_{mot}(X).$$

iv) The class of $*_{L} : H^{*}(X, \mathbb{Q}) \to H^{*}(X, \mathbb{Q})$ as well as the classes of the Künneth projectors $\pi_{H^{i}} : H^{*}(X, \mathbb{Q}) \to H^{i}(X, \mathbb{Q})$ are motivated on $X \times X$.

v) One could work in the definition of $A_{mot}(X)$ with another Weil cohomology which is comparable to the singular cohomology to get a similar definition of $A_{mot}(X)$ (see [An1] 2.3 for a precise statement).
vi) Any motivated Hodge class is absolute in the sense of Deligne (cf. [De], 2.10 or [Vo3], 3.1).

Item ii) shows that \( A_{\text{mot}}(X) \) is an Abelian group. Items ii), iii) and iv) can be used to show that the grading on \( H^*(X, \mathbb{Q}) \) induces a grading on \( A_{\text{mot}}^*(X) \).

**Definition 4.2.2.2.** Let \( X = \bigsqcup_i X_i \) and \( Y = \bigsqcup_j Y_j \) be finite disjoint unions of smooth, projective, connected varieties and let \( r : X \times Y \to \mathbb{Z} \) be a locally constant function, i.e. a collection of integers \( r_{i,j} \) for each \( X_i \times Y_j \).

A **motivated correspondence from** \( X \) **to** \( Y \) **of degree** \( r \) **is an element of** \( \bigoplus A_{\text{mot}}^{\dim X_i + r_{i,j}}(X_i \times Y_j) \).

The graded space of motivated correspondences from \( X \) to \( Y \) is denoted by \( C_{\text{mot}}^*(X,Y) \).

Properties ii) and iii) above allow one to define the composition of \( f \in C^r_{\text{mot}}(X,Y) \) and \( g \in C^s_{\text{mot}}(Y,Z) \) by the rule

\[
g \circ f = (pr_{X \times Y \times Z})_* (pr_{X \times Y}^* f \cup (pr_{Y \times Z})^* g) \in C^{r+s}_{\text{mot}}(X,Z).
\]

Here \( (r+s)_{i,l} = \sum_{j} r_{i,j} + s_{j,l} \).

In particular, \( C^*_{\text{mot}}(X,X) \) carries the structure of a graded algebra.

**Definition 4.2.2.3** (André, cf. [An1], 4.2). The category of André motives \( \mathcal{M} \) is given by the objects: triples \( (X,n,q) \) where \( X \) is a smooth, projective variety over \( \mathbb{C} \), \( n \) is a \( \mathbb{Z} \)-valued locally constant function on \( X \) and \( q \in C^0_{\text{mot}}(X) \) is an idempotent. We write \( q_{\text{h}}(X)(n) \) for \( (X,n,q) \).

**morphisms:** \( \text{Hom}_\mathcal{M}(q_{\text{h}}(X)(r), q_{\text{h}}(Y)(r')) = q' \circ C^{r'-r}_{\text{mot}}(X,Y) \circ q \).

The motive \( (X,0,\pi_{H^i}) \) is denoted by \( \mathfrak{h}^i(X) \) (see iv) above). Note that the motive \( \mathfrak{h}(X) := (X,0,\text{id}) \) decomposes as a direct sum \( \mathfrak{h}(X) = \bigoplus_i \mathfrak{h}^i(X) \).

The motive \( \mathfrak{h}(\text{Spec}(\mathbb{C})) \) is denoted by \( 1 \), it plays the role of the unit object in \( \mathcal{M} \). The motive \( 1(-1) = (\text{Spec}(\mathbb{C}), -1, \text{id}) \) is called the *Lefschetz motive*. The motive \( 1(1) = (\text{Spec}(\mathbb{C}), 1, \text{id}) \) (which is the dual of the Lefschetz motive, see below) is called the *Tate motive*.

There is a functor

\[
\mathfrak{h} : \left\{ \begin{array}{l}
P(\mathbb{C})^{op} \to \mathcal{M} \\
X \mapsto \mathfrak{h}(X)
\end{array} \right.
\]
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where $P(\mathbb{C})$ is the category of smooth, projective $\mathbb{C}$-varieties. This functor maps a morphism $f : X \to Y$ to $f^*$ defined in (4.3). The (rational) singular cohomology functor on $P(\mathbb{C})$ factors over $\mathfrak{h}$, the resulting functor $H^\bullet : \mathcal{M} \to \text{VecGr}_{\mathbb{Q}}$ is called the Betti realization.

**Theorem 4.2.2.4** (André, cf. [An1], 4.3). The $\mathbb{Q}$-linear category $\mathcal{M}$ is neutral Tannakian, semisimple and graded. The Betti realization is a conservative, graded fibre functor.

Recall that a functor $F : \mathcal{C} \to \mathcal{C}'$ is called conservative if it reflects isomorphisms. This means that a morphism $f$ in $\mathcal{C}$ is an isomorphism if and only so is $F(f)$.

**Proof.** We only give the definition of sums, products and duals.

- For $q\mathfrak{h}(X)(r)$ and $q'\mathfrak{h}(Y)(r')$ in $\mathcal{M}$ the direct sum is defined
  \[ q\mathfrak{h}(X)(r) \oplus q'\mathfrak{h}(Y)(r') = (q,p)\mathfrak{h}(X \sqcup Y)(r \sqcup r'). \]
  Here, $r \sqcup r'$ is the function on $X \sqcup Y$ whose restriction to $X$ resp. $Y$ is $r$ resp. $r'$.

- The tensor structure is given by the product
  \[ q\mathfrak{h}(X)(r) \otimes q'\mathfrak{h}(Y)(r') = (q \times q')\mathfrak{h}(X \times Y)(r + r'). \]

- The unit object is $1 = \mathfrak{h}(\text{Spec}(\mathbb{C}))$.

- The associativity and the unit isomorphisms are given by the natural maps. In order to define an isomorphism
  \[ c : (q \times q') (\mathfrak{h}(X \times Y)) (r + r') \xrightarrow{\sim} (q' \times q) (\mathfrak{h}(Y \times X)) (r' + r) \]
  it is tempting to define $c$ as $(q' \times q) \circ \sigma^* \circ (q \times q')$ where $\sigma : Y \times X \simeq X \times Y$ is the natural isomorphism. However, with this definition, $c$ would act on the cohomology as $x \otimes y \mapsto (-1)^{\deg x \cdot \deg y} y \otimes x$ where we use the Künneth isomorphism to identify $H^\bullet(X \times Y)$ with $H^\bullet(X) \otimes H^\bullet(Y)$. This means that $c$ would prevent the Betti realization from being a tensor functor. For this reason, André defines $c$ as $(q' \times q) \circ \tilde{\sigma}^* \circ (q \times q')$ where $\tilde{\sigma}^*$ is a twisted version of $\sigma^*$ which makes the sign disappear. In this definition we use that the Künneth projectors are motivated.

- The dual of $q\mathfrak{h}(X)(r)$ is defined as $^tq\mathfrak{h}(X)(\dim X - r)$. Here, for a cohomology class $\alpha \in H^\bullet(X \times X)$, the symbol $^t\alpha$ denotes the pullback of $\alpha$ along the automorphism of $X \times X$ given by exchanging the factors.

We close this subsection by citing André’s deformation principle. This gives a positive answer to Grothendieck’s invariant cycle conjecture (this conjecture is stated in a precise form in Section 1.2.2) in the motivated world.
Theorem 4.2.2.5 (André, see [An1], 5.1). Let $f : X \to S$ be a smooth projective morphism where $S$ is a smooth, connected, algebraic variety. Let $s \in S$ be a closed point, $m, n \in \mathbb{N}$ and let

$$\alpha \in H^*(X_s, \mathbb{Q}) \otimes (H^*(X_s, \mathbb{Q}))^\vee \otimes (H^*(X_s, \mathbb{Q}))^\vee \otimes H^*(X_t, \mathbb{Q}) \otimes (H^*(X_t, \mathbb{Q}))^\vee \otimes m$$

be a motivated class which is invariant under a subgroup of finite index of $\pi_1(S, s)$ (acting on $H^*(S, \mathbb{Q})$ via the monodromy representation). Then any translate of $\alpha$ under parallel transport to $H^*(X_t, \mathbb{Q}) \otimes n \otimes (H^*(X_t, \mathbb{Q}))^\vee \otimes m$ for $t \in S$ is motivated on $X_t$.

4.2.3 Markman’s results

Let $S$ be a projective K3 surface, polarized by an ample divisor $H$. The Todd genus of $S$ is $1 + 2[x]$ where $x$ is an arbitrary point of $S$. Its square root is given by $1 + [x]$.

For any coherent sheaf $E$ on $S$ define the Mukai vector by

$$v(E) = \text{ch}(E) \sqrt{\text{td}(S)}.$$ 

We associate with $S$ a natural weight two Hodge structure

$$\tilde{H}(S, \mathbb{Z}) := H^0(S, \mathbb{Z})(-1) \oplus H^2(S, \mathbb{Z}) \oplus H^4(S, \mathbb{Z})(1)$$

and there is also a rational version $\tilde{H}(S, \mathbb{Q})$.

There is a natural duality operator

$$D_S : \tilde{H}(S, \mathbb{Q}) \to \tilde{H}(S, \mathbb{Q})$$

acting as $(-1)^i \text{id}$ on $H^{2i}(S, \mathbb{Q})$. Since the Künneth components of the diagonal in $S \times S$ are algebraic, $D_S$ is given by an algebraic class.

The Mukai pairing on $\tilde{H}(S, \mathbb{Q})$ is given by

$$\langle \alpha, \beta \rangle = -\int_{S} D_S(\alpha) \cup \beta.$$ 

This is a non-degenerate, symmetric bilinear form of signature $(4+, 20-)$. 

Let now $v \in H^*(S, \mathbb{Q})$. Assume that there exists a non-empty, compact, fine moduli space $X := M_H(v)$ parameterizing stable sheaves on $S$ with Mukai vector $v$. Then by results of Mukai, O’Grady and Huybrechts, $M_H(v)$ is a smooth, projective, irreducible symplectic variety of dimension $d = \langle v, v \rangle + 2$ which is deformation equivalent to $\text{Hilb}^d(S)$. We assume that $d > 2$.

Let $E$ be a universal sheaf on $S \times X$. Then $E$ is uniquely determined up to the twist by the pull-back of a line bundle from $X$. Denote by $p : S \times X \to S$ and by $q : S \times X \to X$ the projections. Define

$$\varphi_1 : \tilde{H}(S, \mathbb{Q}) \to H^2(X, \mathbb{Q})$$

$$\alpha \mapsto \pi_{H^2} \{ q_* \left( \text{ch}(E) \cup p^* \text{sqrt}(S) \cup p^* D_S(\alpha) \right) \}.$$
According to a result of O’Grady [OG], the restriction of \( \varphi'_1 \) to \( v^\perp \) is an isomorphism of Hodge structures (even over \( \mathbb{Z} \)).

We normalize the correspondence \( \text{ch}(E)p^* \sqrt{\text{td}(S)} \) following [Mar2, Lemma 3.1]: let \( \eta := \varphi'_1(v)\langle v, v \rangle^{-1} \in H^2(X, \mathbb{Q}) \). Put

\[
u := \text{ch}(E) \cup p^* \sqrt{\text{td}(S)} \cup q^* \exp(\eta).
\]

Then \( \nu \) is independent of the universal sheaf \( E \) and we define

\[
\varphi_1 : \tilde{H}(S, \mathbb{Q}) \to H^2(X, \mathbb{Q})
\]

\[
\alpha \mapsto \pi_{H^2}\{q_*(u \cup p^* D_S)\}.
\]

Note that

\[
\varphi_1(\alpha) = \varphi'_1(\alpha) - \langle \alpha, v \rangle \langle v, v \rangle \varphi'_1(v).
\]

This implies that \( \varphi_1(v) = 0 \) and that \( \varphi_{1|v^\perp} = \varphi'_{1|v^\perp} \).

Next, we note that \( \varphi_1 \) is an algebraic correspondence. This is, because \( u \) and \( D_S \) are so and because the projection \( H^*(X, \mathbb{Q}) \to H^2(X, \mathbb{Q}) \) is algebraic (cf. [Ar] where the conjecture \( B \) is shown for \( X \)).

Since the standard conjecture \( B \) holds for \( S \) as well, there is an algebraic right inverse \( \psi : H^2(X, \mathbb{Q}) \to \tilde{H}(S, \mathbb{Q}) \) (see [Kl, Cor. 3.14]). Since the (Mukai-)orthogonal projection \( \tilde{H}(S, \mathbb{Q}) \to \mathbb{Q}v \) is given on \( S \times S \) by the class \(- \langle v, v \rangle^{-1} D_S(v) \otimes v \), the orthogonal projection \( \tilde{H}(S, \mathbb{Q}) \to v^\perp \) is algebraic. Thus we may assume that \( \psi \) induces an isomorphism

\[
\psi : H^2(X, \mathbb{Q}) \sim v^\perp \subset \tilde{H}(S, \mathbb{Q})
\]

which is inverse to \( \varphi_{1|v^\perp} \).

Let \( G_v \) be the fix group of \( v \) in \( \text{Aut}(\tilde{H}(S, \mathbb{Z}), \langle , , \rangle) \). Markman defines two representations of \( G_v \) on \( H^*(X, \mathbb{Z}) \). We will now describe both of them.

1.) Let \( p_{ij} \) be the projection from \( X \times S \times X \) to the \((i,j)\)-th factor. For \( g \in G_v \) set

\[
\gamma'_g := (p_{13})_*(p_{12}^* D_{X \times S}((\text{id} \otimes g)(u)) \cup p_{23}^* u)^{-1} \in H^*(X \times X, \mathbb{Q}),
\]

where \( D_{X \times S} \) is the duality operator acting by \((-1)^i\) on \( H^{2i}(X \times S, \mathbb{Q}) \) and the class \( u \) was introduced in \([4.4]\). Let \( l : H^*(X, \mathbb{Q}) \to H^*(X, \mathbb{Q}) \) be the universal polynomial map which takes the total Chern class \((r+a_1+a_2+\ldots)\) of a coherent sheaf to its Chern character \((1+a_1+(\frac{a_2}{2}-a_2)+\ldots)\). Then by definition

\[
\gamma_g := \text{degree } d \text{ part of } l(\gamma'_g) = \text{ch}_d(\gamma'_g).
\]
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Theorem 4.2.3.1 (Markman, cf. [Mar2], Thm. 3.10 and Cor. 3.14). i) For \( g \in G_v \) the correspondence \( \gamma_g \) acts as a (degree-preserving) automorphism on \( H^*(X, \mathbb{Q}) \).

ii) The map
\[
\gamma : G_v \to \text{Aut}(H^*(X, \mathbb{Q}))
\]
\[
g \mapsto \gamma_g
\]
is a faithful representation of \( G_v \).

iii) The class \( u \in \tilde{H}(S, \mathbb{Q}) \otimes H^*(X, \mathbb{Q}) \) is invariant under the product representation of \( G_v \), where \( G_v \) acts on the left hand factor via the natural representation.

The theorem implies that the algebraic maps
\[
\varphi_i : \tilde{H}(S, \mathbb{Q})(-i) \to H^{2i}(X, \mathbb{Q})
\]
\[
\alpha \mapsto \pi_{H^{2i}}\{q_* (u \cup p^* D_S(\alpha))\}
\]  
(4.6)
are \( G_v \)-equivariant.

2.) To define the second representation of \( G_v \) note that the space \( \tilde{H}(S, \mathbb{Q}) \) has four positive directions. Given any two positive four-spaces \( F \) and \( F' \), orientations of these spaces can be compared using orthogonal projections. An isometry \( g \in \text{Aut}(\tilde{H}(S, \mathbb{Q}), \langle , \rangle) \) is called orientation preserving if for an oriented, positive four-space \( F \) the space \( g(F) \) has the same orientation. This induces the covariance or orientation character
\[
cov : G \to \mathbb{Z}/2\mathbb{Z}
\]
(4.7)
sending \( g \) to 0 or 1 according to whether it preserves orientations or not.

Then Markman defines the representation
\[
\gamma_{\text{mon}} : G_v \to \text{Aut}(H^*(X, \mathbb{Q}))
\]
\[
g \mapsto (D_X)^{\text{cov}(g)} \circ \gamma_g
\]
where again \( D_X \) is the duality operator of \( X \), acting by \((-1)^i\text{id} \) on \( H^{2i}(X) \).

The subscript is justified by the following result of Markman. An element \( g \in \text{Aut}(H^*(X, \mathbb{Q})) \) is called a monodromy operator if there exists a deformation \( X \to B \) with fibre \( X_b = X \) for some \( b \in B \) and a \( \tilde{g} \in \pi_1(B, b) \) such that \( g \) is the image of \( \tilde{g} \) under the monodromy representation \( \pi_1(B, b) \to \text{Aut}(H^*(X, \mathbb{Q})) \). Let Mon\((X)\) be the subgroup of \( \text{Aut}(H^*(X, \mathbb{Q})) \) generated by monodromy operators.

Theorem 4.2.3.2 (Markman, cf. [Mar2], Thm. 1.6). The image of the representation \( \gamma_{\text{mon}} : G_v \to \text{Aut}(H^*(X, \mathbb{Q})) \) is a normal subgroup of finite index in Mon\((X)\).

In particular, since \( \gamma \) and \( \gamma_{\text{mon}} \) coincide on the kernel \( N' \) of the orientation character, its image \( N := \gamma(N') \) in \( \text{Aut}(H^*(X, \mathbb{Q})) \) is a subgroup of finite index in Mon\((X)\).
Following an idea of Beauville, Markman had proved in previous work that the class of the diagonal in $X \times X$ can be expressed in terms of the Chern classes of the universal sheaf $\mathcal{E}$. This implies

**Theorem 4.2.3.3** (Markman, cf. [Mar1], Cor.2). *The Künneth factors of the Chern classes of the universal sheaf $\mathcal{E}$ generate $H^*(X, \mathbb{Q})$.*

**Summary of results used in the sequel.** We have seen that there are homomorphisms $\varphi_i : \tilde{H}(S, \mathbb{Q}) \to H^{2i}(X, \mathbb{Q})$ and $\psi : H^2(X, \mathbb{Q}) \to v^\perp$ with the following properties:

i) The $\varphi_i$ and $\psi$ are induced by algebraic cycles on $S \times X$ resp. on $X \times S$.

ii) The homomorphism $\varphi_2$ induces an isomorphism $v^\perp \to H^2(X, \mathbb{Q})$ whose inverse is $\psi$.

iii) There is a subgroup of finite index $N \subset \text{Mon}(X)$ such that the compositions $\eta_{i,0} := \varphi_1 \circ \psi : H^2(X, \mathbb{Q}) \to H^{2i}(X, \mathbb{Q})$ are $N$-equivariant. This follows from Theorem 4.2.3.1 and 4.2.3.2.

iv) For $i \geq 2$, the classes $\varphi_i(v) \in H^{2i}(X, \mathbb{Q})$ are $N$-invariant. Again, this is implied by Theorem 4.2.3.1.

v) The sum of $H^0(X, \mathbb{Q})$, of the image of $\oplus_{i \geq 1} \eta_{i,0}$ and of the $\varphi_i(v)$ generate the cohomology ring $H^*(X, \mathbb{Q})$ as a $\mathbb{Q}$-algebra. This is a consequence of Theorem 4.2.3.3.

### 4.2.4 The motive of $X$

Let $X = M_H(v)$ be as in the previous subsection, let $Y$ be an algebraic deformation of $X$. By this we mean that there exists a smooth, projective morphism of connected, smooth, complex algebraic varieties $\mathcal{X} \to B$ which admits $X$ and $Y$ as fibers.

Denote by $\langle h^2(Y) \rangle$ the smallest Tannakian subcategory (see Definition 4.2.1.3) of $\mathcal{M}$ containing $h^2(Y)$. Note that $\langle h^2(Y) \rangle$ contains the Tate motive since a polarization of $Y$ induces an inclusion of the Lefschetz motive in $h^2(Y)$ and since the Tate motive is the dual of the Lefschetz motive. Now use that by definition $\langle h^2(Y) \rangle$ contains all subobjects of $h^2(Y)$ in $\mathcal{M}$. Moreover, by definition the motive $1 = h(\text{Spec}(\mathbb{C}))$ is an object of $\langle h^2(Y) \rangle$ the latter being a Tannakian subcategory of $\mathcal{M}$.

**Theorem 5.** *The André motive $h(Y)$ is an object of $\langle h^2(Y) \rangle$.***

**Proof.** The idea is to identify $\tilde{H}(S, \mathbb{Q})$ with $G(X) = H^2(X, \mathbb{Q}) \oplus \mathbb{Q}(-1)$ and to use Markman’s results to define a surjection of a sum of products of $G(X)$ to $H^*(X, \mathbb{Q})$ which is monodromy invariant. By André’s deformation
principle, this will induce a surjection of a motive \( m(Y) \) to \( h(Y) \) where \( m(Y) \) is an object of \( \langle h^2(Y) \rangle \). Let’s make this precise now.

For any fibre \( V \) of \( X \to B \), let \( g_0(V) := h^0(V) = 1 \) and for \( i = 1, \ldots, d = \dim(X) \) define
\[
g_i(V) := (h^2(V) \oplus 1(-1))(-i + 1).
\]
(For \( V = X = M_{H(v)} \), the motive \( g_i(X) \) plays the role of \( \tilde{h}(S) = h^0(S)(1) \oplus h^2(S) \oplus h^4(S)(1)(-i + 1) \).)

Next, we put
\[
m(V) := \bigoplus_{(i_1, \ldots, i_d) \in \{0, \ldots, d\}^d} (g_{i_1}(V) \otimes \cdots \otimes g_{i_d}(V)).
\]
Note that \( m(V) \) is an object of \( \langle h^2(V) \rangle \) and that \( m(V) \) can be seen as a submotive of the motive of a variety \( Z \) which is a disjoint union of products of \( V \) and \( \mathbb{P}^1 \).

We fix an isomorphism \( \eta_0 : 1 \to h^0(X) \). For \( i = 1, \ldots, d \) we will define below morphisms of motives
\[
\eta_i : g_i(X) \to h^{2i}(X)
\]
with the following properties:

a) there exists a subgroup \( N \) of finite index in \( \text{Mon}(X) \) such that \( \eta_i \) is \( N \)-invariant.

b) if we define the morphism
\[
\eta : m(X) \to h(X)
\]
as the composition of the morphism
\[
\bigoplus (\eta_{i_1} \otimes \cdots \otimes \eta_{i_d}) : m(V) \to \bigoplus_{(i_1, \ldots, i_d) \in \{0, \ldots, d\}^d} (h^{2i_1}(X) \otimes \cdots \otimes h^{2i_d}(X))
\]
with the cup-product morphism
\[
\bigoplus (h^{2i_1}(X) \otimes \cdots \otimes h^{2i_d}(X)) \to h(X),
\]
then \( \eta \) is surjective.

Assume for one moment, that the \( \eta_i \) are defined. Then by André’s Theorem \[1.2.2.3\] applied to the family \( Z \to B \) which is constructed by letting vary the \( Z \) and to \( \eta \), we get a surjection \( m(Y) \to h(Y) \). Since \( m(Y) \) is an object of \( \langle h^2(Y) \rangle \) and since this category is closed under quotients in \( \mathcal{M} \), the proof is reduced to the construction of the \( \eta_i \).

Let \( \eta_{i,0} : h^2(X)(-i + 1) \to h^{2i}(X) \) be the morphism of motives corresponding to the algebraic homomorphism \( \eta_{i,0} \) in item iii) in the summary
at the end of the last section. Next, we define $\eta_{i,1} : \mathbb{1}(-i) \to \h^{2i}(X)$ by $\eta_{i,1} = \phi_i(v) \in A_{\text{mot}}^{2i}(X)$. Finally we define

$$\eta_i := \eta_{i,0} \oplus \eta_{i,1} : g_i(X) \to \h^{2i}(X).$$

Property a) has been checked in items iii) and iv) at the end of the preceding section.

Property b) is a direct consequence of item v). There we have seen that the Betti realization of $\eta$ is surjective. It remains to apply Theorem 4.2.2.4 which says that the Betti realization is exact and conservative, and hence that $\eta$ is surjective in $M$.

Using the results of [An2], this has some interesting consequences.

**Corollary 4.2.4.1.** i) The motive of $Y$ is an object of $M(\text{Ab})$ which is the full, Tannakian subcategory of $M$ generated by the motives of Abelian varieties.

ii) All Hodge classes on $Y$ are motivated, in particular they are all absolute in the sense of Deligne.

iii) If the standard conjecture $B(V)$ holds for all smooth, projective varieties $V$, then the Hodge conjecture holds for $Y$.

**Proof.** i) is a direct consequence of [An2], Theorem 1.5.1. This theorem says that the motive $\h^{2}(Y)$ of an irreducible symplectic, projective variety $Y$ is an object of $M(\text{Ab})$. The proof of this theorem relies once more on the Kuga–Satake correspondence. André shows that the Kuga–Satake homomorphism $P^2(Y) \hookrightarrow H^2(A \times A, \mathbb{Q})$ is motivated where $P^2(Y)$ is the primitive part of $H^2(Y, \mathbb{Q})$ with respect to some polarization and $A$ is a Kuga–Satake variety for $P^2(Y)$. Thus, $p^2(Y)$, the motive corresponding to $P^2(Y)$, and hence also $\h^{2}(Y)$ are objects of $M(\text{Ab})$.

ii) follows from i) and from [An1], Theorem 0.6.2, which says that all Hodge classes on Abelian varieties are motivated. The proof of this theorem uses the deformation principle to reduce first to Abelian varieties with CM, then to Weil classes and finally to products of elliptic curves.

iii) is a direct consequence of ii) and the definition of a motivated class. 
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