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Chapter 1

Introduction

The Standard Model (SM) has some shortcomings, though it is very successful [1]. The neutrino experiments [73] yield the first experimental evidence, that the SM is incomplete. It is not possible to generate Dirac neutrino masses, since there are no right–handed neutrinos. One could construct a Majorana mass term for the left–handed neutrinos, but this term is not SU(2) gauge–invariant and in addition the Majorana mass term breaks lepton–number. Non–perturbative mechanism like weak instanton effects cannot generate neutrino masses either, since $B - L$ is still conserved [137], where $B$ and $L$ denotes baryon– and lepton–number. In the presence of gravity, any global symmetry is violated [2]. Thus the effective low–energy SM Lagrangian should contain non–renormalizable baryon– and lepton–number violating terms. A possible non–renormalizable mass term for the left–handed neutrinos would be $\Psi_L \phi \Psi_L \phi / M_{Pl}$, where $\Psi_L$ is the left–handed lepton field and $\phi$ is the Higgs doublet. The resulting neutrino mass is $m_W^2 / M_{Pl}$, where $m_W$ is the electroweak mass scale and $M_{Pl}$ is the Planck scale. However, the resulting neutrino mass is too small [137]. Thus the SM must be extended, in order to incorporate massive neutrinos.

Introducing gravity leads to a hierarchy problem [3]. The ratio of 2 mass scales $m_W / M_{Pl} \approx 10^{-17}$ is very small. The squared mass of the Higgs boson receives quadratically divergent radiative corrections. The cut–off scale would be $M_{Pl}$. Extreme fine–tuning is required [4] to obtain a Higgs mass of the order of the electroweak scale. Fine–tuning can be avoided, if one introduces boson–fermion pairs with identical couplings and masses. The resulting radiative contributions to the Higgs boson will then cancel. Thus supersymmetry stabilizes the electroweak scale [5].

The supersymmetric extension of the SM Lagrangian contains baryon and lepton–number violating operators [31, 157]. These operators trigger proton decay [31] and there are strict bounds on the baryon– and lepton–number violating couplings due to experimental bounds on the proton lifetime [6]. These operators can be forbidden by introducing the discrete symmetry R–parity [33] as done in the minimal supersymmetric SM (MSSM). Since the MSSM is a low–energy effective theory, one can generate neutrino masses via the seesaw mechanism [80]. It requires the introduction of right–handed neutrinos with a new large mass scale $M_R$, which is typically below the grand unified theory (GUT) scale.

Since no supersymmetric partners of the SM particles have been observed [7], supersymme-
try must be broken. In order to maintain the stability of the electroweak scale, the breaking terms must be soft [29], i.e., no new quadratically divergences must be introduced. The explicit soft–breaking terms introduce many new parameters [8], which can be complex and thus are possible sources of CP violation. The Yukawa couplings and the soft breaking terms with flavor indices contain flavor dependent CP phases. It is interesting to classify all flavor–dependent CP phases in terms of basis independent quantities [55, 48]. In the SM, the only flavor–dependent CP phase can be written in term of a Jarlskog invariant [41]. In the framework of the MSSM with right–handed neutrino superfields, we formulated basis–independent necessary and sufficient conditions for CP conservation. Our results [48] are presented in Chapter 2.

Within supersymmetry, one can impose the discrete symmetry baryon triality instead of R–parity. In the baryon triality conserving model [64, 85], renormalizable lepton–number violating operators are allowed. Neutrino masses are generated via tree–level mixing with the neutralinos as well as via radiative corrections [89]. However, the lepton–number violating Yukawa couplings introduces 36 new parameters in the superpotential. In a simple ansatz [71], the number of free parameters is reduced to 6. We fit these parameters, in order to solve the solar and atmospheric neutrino anomalies in terms of neutrino oscillations [74]. The resulting couplings are consistent with the stringent low–energy bounds. In the MSSM, the lightest supersymmetric particle (LSP) is stable, and is a candidate for dark matter [9]. In baryon triality models the LSP can decay, and thus the LSP is not required to be a neutral color singlet [31]. The resulting large hadron collider (LHC) signals for a stau LSP scenario are investigated [156]. The results of our work [72] are given in Chapter 3.

The LHC will start in 2008. If low–energy supersymmetry is realized in nature, one expects to discover supersymmetry at the LHC [144]. Squark production has a large cross section \( \mathcal{O}(\alpha_s^2) \) and it is expected that ten thousands of squarks will be produced [19]. We calculated the complete electroweak leading order contribution to squark pair production. Since in many cases, QCD diagrams and EW diagrams interfere constructively, the total cross section is enhanced. In typical supersymmetric scenarios, the electroweak contributions to the QCD prediction amount to 10% to 20% for the production of two SU(2) doublet squarks. Our calculations and the discussion of the results were published in [159] and are given in Chapter 4.

In the following, a brief summary to global supersymmetry is given in Sec. 1.1. In Sec. 1.2 the MSSM, the proton–hexality and baryon–triality conserving model and our notation are introduced. In Sec. 1.3, some comments on minimal supergravity (mSUGRA) are given. There are several textbooks [10, 11, 12, 13, 14, 19, 20] and review articles [15, 16, 17, 18] about supersymmetry and supergravity. The notation and content of the first and third section closely follows the textbook [10].

### 1.1 Global supersymmetry

Supersymmetry is a global symmetry of the Lagrangian. Each bosonic particle has a fermionic partner. Thus the bosonic generators of the Poincare group are supplemented by Weyl spinor
generators \( Q_\alpha \), where \( \alpha = 1, 2 \). The algebra is given by \[10, 21, 22\]

\[
\{ Q_\alpha, Q_\beta \} = 0, \quad \{ \bar{Q}_\dot{\alpha}, \bar{Q}_\dot{\beta} \} = 0, \quad \{ Q_\alpha, \bar{Q}_\dot{\beta} \} = 2\sigma^\mu_{\alpha\dot{\beta}} P_\mu, \tag{1.1}
\]
\[
[P^\mu, Q_\alpha] = 0, \quad [M^{\mu\nu}, Q_\alpha] = -i(\sigma^{\mu\nu})_\alpha^\beta Q_\beta, \tag{1.2}
\]

where \( \bar{Q}_\dot{\alpha} = Q^{*}_{\alpha} \), \( P_\mu \) is the generator of translations, \( M^{\mu\nu} \) is the generator of rotations and \( \sigma^{\mu\nu} = \frac{1}{4}(\sigma^{\mu} \bar{\sigma}^{\nu} - \sigma^{\nu} \bar{\sigma}^{\mu}) \). \( \sigma^\mu = (I_2, \vec{\sigma}) \) and \( \bar{\sigma}^\mu = (I_2, -\vec{\sigma}) \), where \( \vec{\sigma} \) are the 3 Pauli matrices. A consequence of the last anti–commutator relation in Eq. (1.1) is, that in a supersymmetric theory the energy of any state, which is not the vacuum, is positive definite. Another consequence is that every representation has an equal number of bosonic and fermionic states with the same mass.

The commutator of \( P_\mu \) and \( Q_\alpha \) is zero and the spinor generator does not commutate with the spin operator. As a result, irreducible representations are obtained, with equal masses, but different spins. The most important representations of the supersymmetry algebra are given in the following \[10\].

The chiral supermultiplet contains a Majorana spinor and a complex scalar field. It is used to describe matter fields like quarks, leptons and Higgs bosons and their corresponding supersymmetric partners, squarks, sleptons and higgsinos, respectively.

The vector supermultiplet consists of a vector field and its partner, a Majorana partner. The vector supermultiplet describes the gauge bosons and the fermionic partners, namely the gauginos, e. g. gluinos, photinos, zinos and winos.

The gravity supermultiplet consists of helicity \( \pm 3/2 \) particle and the supersymmetric partner with helicity \( \pm 2 \). It constitutes a graviton and the gravitino.

In order to construct supersymmetric Lagrangians, the superfield formalism \[23, 24\] is very useful. A general superfield \( S(x, \theta, \bar{\theta}) \) is a function of the space-time coordinates \( x \) and of the anti–commuting Grassmann variables \( \theta_\alpha \) and \( \bar{\theta}_\dot{\beta} \). A general expansion of the superfield in a power series in \( \theta \) and \( \bar{\theta} \) is finite. The coefficients of the expansion are quantum fields. A general superfield is reducible. Requiring certain constraints on the superfields, irreducible representations can be obtained. Two important irreducible superfields are the chiral and vector superfield.

A chiral superfield \( \Phi \) is obtained from a general superfield by requiring that a covariant fermionic derivative, acting on the general superfield, vanishes. It contains a Weyl spinor \( \psi \), a complex scalar \( \phi \) and an auxiliary scalar field \( F \). Renormalizable supersymmetric Lagrangians are constructed by products of chiral superfields. It is convenient to write the supersymmetric Lagrangian as

\[
\mathcal{L} = [\Phi^\dagger \Phi]_D + ([W(\Phi)]_F + h.c.). \tag{1.3}
\]

with the superpotential \[10\],

\[
W(\Phi) = \frac{1}{2} m \Phi \Phi + \frac{1}{3} \lambda \Phi \Phi \Phi, \tag{1.4}
\]

where \( m \) and \( \lambda \) are real constants. The superpotential only contains powers of \( \Phi \) up to the third order, since renormalizability is required. The subscript \( F \) and \( D \) in Eq. (1.3) denotes
the coefficient of $\theta \theta$ and $\overline{\theta} \overline{\theta}$ of the expansion, respectively. These terms are called F– and D–term. The F– and D–terms transform as a total divergence under supersymmetry and thus can be used for constructing invariant Lagrangians. The D–term of the product $\Phi^\dagger \Phi$ yields the kinetic energy terms of the scalar field $\phi$ and the Weyl field $\psi$. The F–term of $\Phi \Phi \Phi$ gives the Yukawa interaction. The scalar field $F$ is an auxiliary field, necessary to formulate off–shell supersymmetric field theories. The Lagrangian does not contain any derivatives of the auxiliary field $F$ and is removed by its equation of motion. From the D–term of $\Phi^\dagger \Phi$, one obtains the tree level effective potential,

$$V = F^\dagger F,$$  

where $F^\dagger = -\frac{\partial W(\phi)}{\partial \phi}$. $W(\phi)$ is the superpotential, where each $\Phi$ is replaced by $\phi$.

A vector superfield is obtained from a general superfield $V(x, \theta, \overline{\theta})$ by requiring following reality condition [26],

$$V(x, \theta, \overline{\theta}) = V(x, \theta, \overline{\theta})^\dagger. \tag{1.6}$$

A general vector superfield contains a vector field and its supersymmetric Majorana partner. In addition, it includes 4 auxiliary scalar fields and an auxiliary Weyl spinor field. If the vector superfield is used in the framework of abelian gauge field theory, one can use the unitary gauge freedom, namely the Wess–Zumino gauge [25], to remove all auxiliary fields, except one scalar field, the D–field.

A field strength superfield and the coupling of the gauge field with matter fields are necessary ingredients, in order to construct a supersymmetric gauge field theory. The field strength superfield $W_\alpha$ is obtained by taking several covariant derivatives of the vector superfield $V$. The F–term of $W_\alpha^\dagger W_\alpha$ contains the kinetic energy terms of the gauge field and the corresponding gaugino. The coupling of the chiral matter fields to the gauge fields in a gauge–invariant way is obtained by taking the D–term contribution of

$$\Phi^\dagger \exp[2gV] \Phi, \tag{1.7}$$

where $g$ is a $U(1)$ coupling. The auxiliary field $D = -g\phi^i \phi$ contributes to the tree–level scalar potential $V = DD$. The generalization of the abelian case to the non-abelian case can be found in the literature [10, 11, 12, 13, 14, 19, 20].

In unbroken supersymmetry, the fields in the same supermultiplet are degenerate in mass. Since no supersymmetric partners of SM particles have been found, supersymmetry must be broken. Supersymmetry can be spontaneously broken, if the vacuum state is not annihilated by a supersymmetry generator. Thus the vacuum state has positive energy. This can be achieved by a non-vanishing vacuum expectation value (vev) of the F– [27] or the D–auxiliary field [28]. By breaking supersymmetry spontaneously, a massless Goldstone fermion, the Goldstino, arises. It is the supersymmetric partner of the F– or D–term, which obtained a vev.

In low energy–supersymmetry, the mass splitting between the fermions and the corresponding scalars can be parametrized by introducing explicit soft supersymmetric breaking terms, which do not introduce new divergencies [29, 30].

$$\tilde{M}_1 \text{Re} \phi^2 + \tilde{M}_2 \text{Im} \phi^2 + c(\phi^3 + h.c.) + \tilde{M}_3 (\lambda^a \lambda^a + \overline{\lambda}^a \overline{\lambda}^a) + \tilde{M}_4 (\lambda' \lambda' + \overline{\lambda}' \overline{\lambda}'), \tag{1.8}$$
where \( \phi^2 \equiv d_{ij} \phi_i \phi_j \) and \( \phi^3 \equiv d_{ijk} \phi_i \phi_j \phi_k \). \( \phi^2 \) and \( \phi^3 \) are group invariant combinations. The terms proportional to \( \tilde{M}_1 \) and \( \tilde{M}_2 \) describe the mass splittings between the scalar fields \( \phi_i \) and the fermion fields \( \psi_i \). The index \( i \) denotes the various chiral superfields. The complex scalar \( \phi_i \) has 2 distinct real scalar fields, so the real part and the imaginary part have different masses. The term proportional to \( c \) describes new trilinear interactions of scalar fields and the last 2 terms parameterize the mass splittings of the gauginos.

1.2 MSSM, proton–hexality and baryon–triality model

1.2.1 Supersymmetric Standard Model

\[
\begin{array}{|c|c|c|c|c|}
\hline
\text{Superfield} & \text{Boson Fields} & \text{Fermionic Partners} & \text{SU}(3)_C & \text{SU}(2)_L \\
\hline
G & g & \hat{g} & 8 & 1 \\
\hline
V & W^a & W^a & 1 & 3 \\
\hline
V' & B & B & 1 & 1 \\
\hline
\end{array}
\]

\[
\begin{array}{|c|c|c|c|}
\hline
\text{Superfield} & \text{Boson Fields} & \text{Fermionic Partners} & \text{SU}(3)_C & \text{SU}(2)_L \\
\hline
L & (\tilde{\nu}, l)_L & (\tilde{\nu}, l)_L & 1 & 2 \\
\hline
E & \tilde{e}^*_R & \tilde{e}^*_R & 1 & 1 \\
\hline
Q & (\tilde{u}_L, d_L)_L & (u, d)_L & 3 & 2 \\
\hline
U & \tilde{u}^*_R & u_R & 3^* & 1 \\
\hline
D & \tilde{d}^*_R & d_R & 3^* & 1 \\
\hline
H_1 = H_u & H_{1u}^i & (H_{1u}^i, H_{1u}^-)_L & 1 & 2 \\
\hline
H_2 = H_d & H_{1d}^i & (H_{1d}^i, H_{1d}^-)_L & 1 & 2 \\
\hline
\end{array}
\]

Table 1.1: Minimal particle spectrum of the supersymmetric Standard Model [32].

A supersymmetric extension of the SM is obtained by introducing supersymmetric partners of the SM particles. In the SM, the conditions for anomaly cancellation [32],

\[ \text{Tr} \, T^2_3 \, Y = \text{Tr} \, Y^3 = 0, \]  

(1.9)

are automatically satisfied. \( T_3 \) and \( Y \) are isospin and hypercharge. In the supersymmetric SM, the supersymmetric partner of the Higgs doublet contributes to the anomaly. E. g., inclusion of the supersymmetric partners to the SM matter content yields \( \text{Tr} \, Y^3 = 2 \). By including an additional SU(2) doublet Higgs with hypercharge \(-1\), the gauge anomaly cancellation is again satisfied. The minimal particle spectrum of the supersymmetric SM is given in Table 1.1 [32].
The most general renormalizable superpotential of the supersymmetric SM is given by [36, 157]

\[
W = h_{ij}^c \tilde{L}_i \tilde{H}_d \tilde{E}_j + h_{ij}^d \tilde{Q}_i \tilde{H}_d \tilde{D}_j + h_{ij}^u \tilde{Q}_i \tilde{H}_u \tilde{U}_j + \mu \tilde{H}_d \tilde{H}_u + \lambda_{ijk} \tilde{L}_i \tilde{L}_j \tilde{E}_k + \lambda'_{ijk} \tilde{L}_i \tilde{Q}_j \tilde{D}_k + \lambda''_{ijk} \tilde{U}_i \tilde{U}_j \tilde{D}_k + \kappa_i \tilde{L}_i \tilde{H}_u,
\]

where \( h_{ij}^c, h_{ij}^d, h_{ij}^u \) are the charged lepton, down–type quark and up–type quark Yukawa couplings, respectively. \( i, j, k \) are generation indices. \( \mu \) is the Higgs superfield mass parameter. The Yukawa couplings \( \lambda_{ijk} \), \( \lambda'_{ijk} \) and the dimensionful constant \( \kappa_i \) violate lepton number and \( \lambda''_{ijk} \) violates baryon number. The superfields \( \tilde{L}_i, \tilde{E}_i, \tilde{Q}_i, \tilde{D}_i \) and \( \tilde{U}_i \) are the left–handed lepton, right–handed lepton, left–handed quark, right–handed down–type and right–handed up–type quark superfield, respectively. \( \tilde{H}_d \) and \( \tilde{H}_u \) are the SU(2) doublet Higgs superfields with hypercharges \(-1\) and \(+1\), respectively.

In exact supersymmetry, particles and their supersymmetric partners have degenerate masses. Since supersymmetry must be broken, soft breaking terms are added.

\[
\Delta V_{s.b.} = M_{ij}^{u_{ij}} \tilde{q}_{iR} \tilde{e}_{jR}^* + M_{ij}^{u_{Rij}} \tilde{u}_{Ri} \tilde{u}_{Rj} + M_{ij}^{d_{Rij}} \tilde{d}_{Ri} \tilde{d}_{Rj} + m_1^2 |H_1|^2 + m_2^2 |H_2|^2 + \left( H_2 A_{ij}^{u_{ij}} \tilde{d}_i \tilde{d}_j^* + H_1 A_{ij}^{d_{ij}} \tilde{d}_i \tilde{e}_j^* + B \mu H_1 H_2 + h.c. \right) + \frac{1}{2} M_1 \tilde{B} \tilde{B} - \frac{1}{2} M_2 W^{a \alpha} \tilde{W}^{a \alpha} - \frac{1}{2} M_3 \tilde{g} \tilde{g} + A_{ijk} \tilde{l}_i \tilde{e}_j^* \tilde{e}_k^* + A'_{ijk} \tilde{l}_i \tilde{d}_j^* \tilde{d}_k^* + A''_{ijk} \tilde{u}_i \tilde{d}_j^* \tilde{d}_k^* + B_i \mu H_2 \tilde{l}_i + \tilde{m}_4^2 H_1^2 \tilde{l}_i + h.c..
\]

The hermitian matrices \( M_{ij}^{u_{ij}}, M_{ij}^{u_{Rij}}, M_{ij}^{d_{Rij}}, M_{ij}^{d_{ij}}, M_{ij}^{e_{ij}} \) denote the soft scalar masses of the squarks and sleptons, \( m_1^2 \) and \( m_2^2 \) are the soft–terms of the 2 Higgs fields, \( A_{ij}^{u_{ij}}, A_{ij}^{d_{ij}} \) and \( A_{ij}^{e_{ij}} \) are the trilinear soft breaking terms corresponding to the Yukawa couplings in the superpotential. \( B \mu \) is the soft breaking term for the Higgs mass parameter. \( M_1, M_2 \) and \( M_3 \) are the gaugino masses and the remaining soft breaking terms correspond to the lepton– and baryon–number violating terms in the superpotential. Without including the soft–breaking terms, the electroweak gauge group cannot be spontaneously broken [32].

### 1.2.2 MSSM, proton–hexality and baryon–triality

In the SM, baryon and lepton number are accidental global symmetries. In the supersymmetric SM, both symmetries are broken and the trilinear couplings \( \lambda' \) and \( \lambda'' \) can lead to rapid proton decay [31]. Thus stringent bounds on the trilinear couplings \( \lambda' \) and \( \lambda'' \) can be derived.

\[
\lambda'_{11k} \lambda''_{11k} \leq 2 \cdot 10^{-27},
\]

where the mass of the down–type squark is assumed to be \( m_{\tilde{d}} = 100 \text{ GeV} \). Setting either \( \lambda' \) or \( \lambda'' \) equal to zero is the most natural explanation.
In the minimal supersymmetric SM (MSSM), a discrete $Z_2$ symmetry is imposed, namely R–parity [33],

$$R_p = (-1)^{2S+3B+L},$$

where $S$, $B$ and $L$ are spin, baryon number and lepton number. Imposing R–parity, all renormalizable lepton number and baryon number violating operators are forbidden. In Eq. (1.10), the couplings $\kappa$, $\lambda$, $\lambda'$ and $\lambda''$ are zero. However, the supersymmetric Standard Model is an effective low energy theory and thus there are non–renormalizable operators, which can lead to rapid proton decay and which are allowed by R–parity.

In Ref. [158, 85] it is argued that all low energy discrete symmetries should be gauge symmetries, since quantum gravity effects violate all non–gauge symmetries. In addition, all gauge symmetries must be anomaly–free. Since the discrete symmetries should be a remnant of a broken gauge symmetry, the discrete gauge symmetry should obey certain anomaly conditions. In Ref. [85], the authors present a general classification of discrete $Z_N$ ($N = 2, 3$) symmetries. They find 2 discrete $Z_N$ ($N = 2, 3$) symmetries, which are anomaly–free with the light matter content. These are R–parity, a $Z_2$ symmetry, and baryon–triality, a $Z_3$ symmetry. In baryon triality models, dimension–5 or lower baryon number violating operators are forbidden, but lepton number violation is still possible. Thus the superpotential of the baryon triality model is given by Eq. (1.10) with $\lambda'' = 0$. Since R–parity does not forbid the dangerous dimension–5 operators, leading to proton decay, they favor baryon triality. In Ref. [64], the authors classify all $Z_N$ symmetries and find another discrete symmetry, proton–hexality. Proton–hexality is a $Z_6$ symmetry and conserves lepton number and baryon number and forbids dimension-5 operators leading to proton decay. Thus proton–hexality and the MSSM have the same renormalizable superpotential. But it is difficult to embed proton–hexality in a grand unified theory (GUT), since the quarks and leptons are treated differently.

### 1.2.3 Mass eigenstates

In this section, the mass eigenstates of the MSSM (proton–hexality model) is discussed. After electroweak symmetry breaking, fields with the same color, charge and spin will mix. The mass spectrum of the baryon triality model differs from the MSSM, since lepton number is not conserved. The neutral Higgs bosons and the sneutrinos mix as well as the charged Higgs bosons and the sleptons. There is also mixing between the charginos and the charged leptons. Details can be found in Ref. [89, 83]. The mixing between neutralinos and neutrinos will be discussed in Chapter 3. This subsection closely follows Ref. [20, 32].

**Gluinos**

Since SU(3) is unbroken and the gluino $\tilde{g}$ is the only color octet fermion, it cannot mix with other states. The mass is given by the soft breaking term $M_3$. If $M_3$ is negative, the gluino field is multiplied with a factor of $-i$, which leaves the kinetic energy term unchanged [20].
Neutralinos

The weak neutral eigenstates, the higgsinos $H_0^1$, $H_0^2$, the bino $\tilde{B}$ and wino $\tilde{W}_0$, mix. Before electroweak symmetry breaking, the masses of the bino and wino are the soft breaking terms $M_1$ and $M_2$, respectively. When the Higgs fields acquire a vev, off–diagonal entries are generated in the $4 \times 4$ matrix in the weak basis [20],

$$Y_{\tilde{\chi}^0} = \begin{pmatrix} M_1 & 0 & -m_Z c_\beta s_W & m_Z s_\beta s_W \\ 0 & M_2 & m_Z c_\beta c_W & -m_Z s_\beta c_W \\ -m_Z c_\beta s_W & m_Z c_\beta c_W & 0 & -\mu \\ m_Z s_\beta s_W & -m_Z s_\beta c_W & -\mu & 0 \end{pmatrix}, \quad (1.14)$$

where $s_\beta = \sin \beta$, $c_\beta = \cos \beta$, $s_W = \sin \theta_W$ and $c_W = \cos \theta_W$. $M_{\tilde{\chi}^0}$ is a complex symmetric matrix and can be diagonalized by a unitary matrix $Z$.

$$M_{\tilde{\chi}^0} = Z^* Y_{\tilde{\chi}^0} Z^{-1}. \quad (1.15)$$

After diagonalization of the mass matrix, the 4 eigenstates $\tilde{\chi}_{1}^0$, $\tilde{\chi}_{2}^0$, $\tilde{\chi}_{3}^0$ and $\tilde{\chi}_{4}^0$ are called neutralinos. The masses are $m_{\chi_{1}^0} < m_{\chi_{2}^0} < m_{\chi_{3}^0} < m_{\chi_{4}^0}$. The mixing matrix elements $Z_{ij}$ appear in the CP quantum number. If one considers the case, where the terms proportional to $m_Z$ are very small, then the mass eigenvalues are given by $M_1$, $M_2$ and $|\mu|$. In mSUGRA, the lightest neutralino is binolike, the second neutralino eigenstate is winolike with masses proportional to $m_{\chi_{1}^0} = M_1$ and $m_{\chi_{2}^0} = M_2$, respectively. The last 2 eigenstates are higgsinolike each having masses proportional to $m_{\chi_{3}^0} = m_{\chi_{4}^0} = |\mu|$ [20].

Assuming that the lightest neutralino is the lightest supersymmetric particle, it cannot further decay in the MSSM and is a candidate for non–baryonic dark matter [9].

Charginos

The charged higgsinos and charged winos can mix and the corresponding mass eigenstates are called charginos. Before electroweak symmetry breaking, the charged down– and up–type higgsinos mix via the $\mu$–term. Below the electroweak scale, the charged gauginos mix with the charged higgsinos and the mass matrix is given by [20]

$$X = \begin{pmatrix} M_2 & \sqrt{2} m_W \sin \beta \\ \sqrt{2} m_W \cos \beta & \mu \end{pmatrix}. \quad (1.16)$$

Since $X$ is an arbitrary complex matrix, 2 unitary matrices $U$ and $V$ are necessary to diagonalize the chargino mass matrix,

$$M_{\tilde{\chi}^\pm}^2 = V X^\dagger X V^{-1} = U^* X X^\dagger (U^*)^{-1}. \quad (1.17)$$

Since $X$ is diagonalized by $U^* X V^{-1}$, the eigenvalues of $XX^\dagger$ or $X^\dagger X$ are not the squares of the eigenvalues of $X$ [20]. The mass eigenstates $\tilde{\chi}_{1}^\pm$ and $\tilde{\chi}_{2}^\pm$ are called charginos. The eigenvalues are ordered $m_{\chi_{1}^\pm} < m_{\chi_{2}^\pm}$. 
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If the off-diagonal entries are neglected, the mass eigenvalues are $m_{\tilde{\chi}_1^\pm} = M_2$ and $m_{\tilde{\chi}_2^\pm} = |\mu|$, assuming $M_2 < |\mu|$. Then following relations between the neutralino and chargino eigenstates hold in many mSUGRA scenarios \[20\],

$$m_{\tilde{\chi}_1^\pm} = m_{\tilde{\chi}_2^0}, \quad m_{\tilde{\chi}_2^\pm} = m_{\tilde{\chi}_3^0} = m_{\tilde{\chi}_4^0}. \quad (1.18)$$

**Squarks**

There are 2 squark flavors for each generation, $\tilde{u}$ and $\tilde{d}$. And for both flavors, there exist a SU(2) doublet and a SU(2) singlet squark, so that for 1 generation, there are 4 different squarks $\tilde{u}_L$, $\tilde{u}_R$, $\tilde{d}_L$, and $\tilde{d}_R$. In general, the down– or up–type squarks have generational mixing, but due to strong constrains in flavor changing neutral currents \[69\], family mixing is neglected.

The mass matrix of the top squark is given by \[20\]

$$M_\tilde{t}^2 = \begin{pmatrix} M_{\tilde{t}L}^2 + m_\tilde{t}^2 + \Delta_{\tilde{u}_L} & m_\tilde{t}(A^t - \mu \cot \beta) \\ m_\tilde{t}(A^t - \mu \cot \beta) & m_\tilde{t}^2 + M_{\tilde{u}u}^2 + \Delta_{\tilde{t}_R} \end{pmatrix}, \quad (1.19)$$

where $\Delta_{\tilde{u}_L} = (1/2 - 2/3 \sin^2 \theta_W)m_Z^2 \cos 2\beta$ and $\Delta_{\tilde{t}_R} = -2/3 \sin^2 \theta_W m_Z^2 \cos 2\beta$. Left– and right mixing is only important for the stop sector. The lighter stop can be significantly lighter than the other squark mass eigenstates. Thus the lighter stop mass eigenstate can be much lighter than all the other squarks \[20\].

The sbottom mass matrix is \[20\]

$$M_\tilde{b}^2 = \begin{pmatrix} M_{\tilde{b}L}^2 + m_\tilde{b}^2 + \Delta_{\tilde{d}_L} & m_\tilde{b}(A^b - \mu \tan \beta) \\ m_\tilde{b}(A^b - \mu \tan \beta) & m_\tilde{b}^2 + M_{\tilde{b}u}^2 + \Delta_{\tilde{b}_R} \end{pmatrix}, \quad (1.20)$$

where $\Delta_{\tilde{d}_L} = (-1/2 + 1/3 \sin^2 \theta_W)m_Z^2 \cos 2\beta$ and $\Delta_{\tilde{b}_R} = 1/3 \sin^2 \theta_W m_Z^2 \cos 2\beta$. Left– and right– mixing is important for the sbottom sector, if $\tan \beta \gg 1$. Mixing can be neglected for the first 2 generations of down–type squarks \[20, 32\].

**Sleptons**

The mass matrix of the scalar taus is \[20\]

$$M_\tilde{\tau}^2 = \begin{pmatrix} M_{\tilde{\tau}L}^2 + m_\tilde{\tau}^2 + \Delta_{\tilde{l}_L} & m_\tilde{\tau}(A^{\tilde{\tau}} - \mu \tan \beta) \\ m_\tilde{\tau}(A^{\tilde{\tau}} - \mu \tan \beta) & m_\tilde{\tau}^2 + M_{\tilde{\tau}u}^2 + \Delta_{\tilde{\tau}_R} \end{pmatrix}, \quad (1.21)$$

where $\Delta_{\tilde{l}_L} = (-1/2 + \sin^2 \theta_W)m_Z^2 \cos 2\beta$ and $\Delta_{\tilde{\tau}_R} = 1/3 \sin^2 \theta_W m_Z^2 \cos 2\beta$. Again mixing must be considered, if $\tan \beta \gg 1$. The stau can be significantly lighter than the sfermions of the first 2 generations. In many mSUGRA scenarios, the squark masses are larger than the slepton masses, so that the neutralinos and charginos mainly decay into taus and staus \[20\].
Higgs sector

The 2 SU(2) doublet Higgs fields have 8 real degrees of freedom. 3 of these are Goldstone bosons, which are absorbed by the $W^\pm$ and $Z$ gauge bosons. The remaining 5 degrees of freedom are physical. The tree–level Higgs potential conserves CP, so that the CP–even and CP–odd states do not mix.

The mass of the CP–odd neutral Higgs boson is

$$m_A^2 = \frac{(B\mu)^2}{\sin \beta \cos \beta}.$$  \hspace{1cm} (1.22)

The charged Higgs mass is given by

$$m_{H^\pm}^2 = m_W^2 + m_A^2.$$  \hspace{1cm} (1.23)

The mass matrix of the 2 neutral CP–even Higgs-bosons is given in the $H_1$–$H_2$ basis [32],

$$M^2 = \begin{pmatrix} m_{A0}^2 s^2_\beta + m_Z^2 c^2_\beta & -(m_{A0}^2 + m_Z^2) s_\beta c_\beta \\ -(m_{A0}^2 + m_Z^2) s_\beta c_\beta & m_{A0}^2 c^2_\beta + m_Z^2 s^2_\beta \end{pmatrix}. \hspace{1cm} (1.24)$$

Diagonalization of the $2 \times 2$ mass matrix yields the mass eigenvalues [32],

$$m_{H^0, h^0}^2 = \frac{1}{2} \left( m_{A0}^2 + m_Z^2 \pm \sqrt{(m_{A0}^2 + m_Z^2)^2 - 4m_Z^2 m_{A0}^2 \cos^2 2\beta} \right), \hspace{1cm} (1.25)$$

where $m_{h^0} \leq m_{H^0}$. From the tree-level masses, following inequalities can be obtained [32],

$$m_h^0 \leq m_{A0},$$  \hspace{1cm} (1.26)

$$m_h^0 \leq m|\cos 2\beta| \leq m_Z, \quad m \equiv \min(m_Z, m_{A0}),$$  \hspace{1cm} (1.27)

$$m_{H^0} \geq m_Z,$$  \hspace{1cm} (1.28)

$$m_{H^\pm} \geq m_W.$$  \hspace{1cm} (1.29)

These relations will be modified by radiative corrections [32].

1.3 mSUGRA

The supergravity supermultiplet consists of a spin–2 graviton and a spin–3/2 gravitino. In the pure supergravity case, i.e. without couplings to matter fields, the locally supersymmetric action is the sum of the Einstein action and the Rarita–Schwinger equation. The Rarita–Schwinger equation yields the kinetic energy term of the gravitino [37].

Pure supergravity should be coupled to the matter fields, i.e. to the chiral and vector superfields. The general supergravity Lagrangian depends only on the Kähler potential [38]. The Kähler potential is a function of scalar fields, being members of chiral superfields. The
renormalizability of the Lagrangian is not required in the presence of gravity. Thus the superpotential is not constrained by the requirement, that the polynomial in the superfield $\Phi$ must be up to the third power. In addition, the kinetic energy terms of the chiral and vector supermultiplets need not to be of the ”minimal form”.

Supersymmetry will be broken, if an auxiliary field $F$ of a chiral superfield or a $D$ field of a vector multiplet gets a non–vanishing vev. In global supersymmetry, a massless fermion, the goldstino, is generated, if supersymmetry is broken. Since in supergravity, supersymmetry is a local symmetry, the resulting goldstino gives mass to the gravitino. In typical supergravity models, the mass of the gravitino is given by [10, 32],

$$ m_{3/2} \approx \frac{M_S^2}{M_P}, $$

where $M_S$ is the scale of supersymmetry breaking and $M_P$ is the Planck scale. Thus one requires $M_S \approx 10^{10}$ GeV.

In hidden–sector supersymmetry breaking, supersymmetry is broken in a gauge–singlet sector, which is coupled to the matter fields of the observable sector via gravitational interaction. Thus supersymmetry breaking is transferred through gravitation [34]. In the following, minimal kinetic energy terms for the chiral superfields are assumed. The low–energy limit is obtained by taking $m_P \to \infty$, whereas $m_{3/2}$ is constant. In this limit omitting the $D$ term contribution, the scalar potential is given by [10]

$$ V = \left| \frac{\partial \tilde{W}}{\partial y_r} \right|^2 + m_{3/2}^2 |y_r|^2 + A m_{3/2} \left( \tilde{W} + \tilde{W}^* \right), $$

where $A$ is a complex number and $\tilde{W}$ is the superpotential, which is trilinear in the chiral superfields. The first term in Eq. (1.31) is the F–term as in the global supersymmetry. The other 2 terms break supersymmetry. The low–energy Lagrangian, involving the fermions, is the same as for unbroken global supersymmetry with superpotential $\tilde{W}$. Thus $m_{3/2}$ is the mass splitting between fermions and bosons.

In order to obtain supersymmetry breaking in the vector supermultiplet, the kinetic energy term of the gauge field strength superfield must be non–minimal. This provides a mass splitting between the gauginos and the corresponding gauge bosons. The gauginos acquire a mass of $m_{1/2} \approx m_{3/2}$.

In mSUGRA [34], it is assumed, that the soft breaking parameters are universal and flavor diagonal at the unification or Planck scale. The following boundary conditions are assumed for the flavor and Higgs sector,

$$ M_{ij}^{q_{i,j}} = M_{ij}^{u_{i,j}^2} = M_{ij}^{d_{i,j}^2} = M_{ij}^{l_{i,j}^2} = M_{ij}^{e_{i,j}^2} = m_0^2 \delta_{ij}, $$

$$ m_1^2 = m_2^2 = m_0^2, $$

$$ A_{ij}^u = A_{ij}^d = A_{ij}^e = A_0 \delta_{ij}. $$
The squared scalar masses and the A–terms are flavor diagonal and universal [20, 8]. In the gaugino sector, the following assumptions are made [20, 8],

\[
\sqrt{\frac{5}{3}} g_1 = g_2 = g_3 = g, \quad M_1 = M_2 = M_3 = m_{1/2}.
\] (1.35)

In addition, it is assumed that the gaugino masses, \(\mu\) and \(m_{12}^2\) are real [8]. mSUGRA can be parametrized with 5 parameters. These are \(m_0\), \(m_{1/2}\), \(A_0\), \(\tan \beta\) and \(\text{sgn}(\mu)\). The latter 2 parameters are obtained by replacing \(m_{12}^2\) and \(\mu^2\) by \(v^2\) and \(\tan \beta\), where the sign of \(\mu\) is not fixed [8]. This is a great reduction of free parameters. In the MSSM, if one introduces soft breaking terms, there are more than 100 free parameters [8].

In order to obtain the mass spectrum at the weak scale, one must apply the renormalization group equations (RGE’s) of the MSSM [35]. For the masses of the gauginos, the following relation can be derived from the 1–loop RGE’s [20],

\[
\frac{M_i(Q)}{\alpha_i(Q)} = \frac{m_{1/2}}{\alpha_i(m_P)}, \quad (i = 1, 2, 3)
\] (1.37)

where \(\alpha_i = \frac{g_i^2}{4\pi}\) are the gauge couplings and \(Q\) is some scale. From Eq. (1.37) and \(Q = m_Z\), it follows

\[
M_3(m_Z) : M_2(m_Z) : M_1(m_Z) \approx 7 : 2 : 1.
\] (1.38)

Thus the gluino is heavier than the electroweak gauginos.

The 1–loop RGE’s of the scalar particles are given by \(^1\) [20],

\[
\frac{d m_2^2}{dt} = \left( \frac{3X_t}{4\pi} - 6\alpha_2 M_2^2 - \frac{6}{5}\alpha_1 M_1^2 \right) / 4\pi, \quad (1.39)
\]

\[
\frac{d M^l_{12}^2}{dt} = \left( \frac{X_t}{4\pi} - \frac{32}{3}\alpha_3 M_3^2 - 6\alpha_2 M_2^2 - \frac{2}{15}\alpha_1 M_1^2 \right) / 4\pi, \quad (1.40)
\]

\[
\frac{d M^{h2}_{12}^2}{dt} = \left( \frac{2X_t}{4\pi} - \frac{32}{3}\alpha_3 M_3^2 - \frac{32}{15}\alpha_1 M_1^2 \right) / 4\pi, \quad (1.41)
\]

\[
\frac{d M_1^2}{dt} = \left( -6\alpha_2 M_2^2 - \frac{6}{5}\alpha_1 M_1^2 \right) / 4\pi, \quad (1.42)
\]

where \(X_t = 2|y_t|^2(m_2^2 + M^l_{12}^2 + M^{h2}_{12}^2 + A_0^2)\) is positive. The running of the scalar masses is determined by 2 effects [20], namely by the Yukawa couplings and the gaugino loop contributions. The gaugino contributions increase the scalar masses while decreasing the scale. On the other hand, the Yukawa couplings decrease the masses of the scalar particles by decreasing the scale \(Q\). The main contribution in the Yukawa sector arises from the top Yukawa coupling. In the following, only the contribution of the top Yukawa coupling is taken into account. The

\(^1\)For the sake of simplicity, only the top Yukawa coupling is taken into account.
down–type Higgs does not directly couple to the top quark and thus does not receive a contribution from the top quark loop. Decreasing the scale $Q$ yields that $m_1^2$ gets bigger. It is possible that the running of the up–type Higgs is such that decreasing the scale can trigger radiative electroweak symmetry breaking, since $m_2^2$ can be negative. The running of a mass spectrum from the high to the weak scale is given in Fig. 1.1

Figure 1.1: The running of scalar masses and the masses of the gauginos are shown. The figure is taken from Ref. [35]
Chapter 2

Supersymmetric Jarlskog invariants: the neutrino sector

2.1 Introduction

2.1.1 CP violation in the Standard Model

In the Yukawa sector, there are 3 arbitrary complex matrices, which are parametrized by 27 modulis and 27 phases. If the Yukawa couplings are zero, the Standard Model is invariant under the global flavor symmetry [39]

$$U_L \times U_{eR} \times U_Q \times U_{uR} \times U_{dR}.$$ (2.1)

The number of physical CP phases can be deduced by following parameter counting [39]

$$N_{Y_{phys}} = N_Y - N_G + N_{G'},$$ (2.2)

where $N_Y$ is the number of parameters in the Yukawa couplings, $N_G$ the number of parameters in the global symmetry, $N_{G'}$ the number of parameters after the Yukawa couplings break $G$ to $G'$ and $N_{Y_{phys}}$ the number of physical parameters. The formula can be understood as follows [39], if one considers the Higgs mechanism. A group $G$ is broken to the subgroup $G'$ by the Higgs field $\phi$ through its vacuum expectation value. The number of physical Higgs degrees of freedom is then given by

$$N_{\phi_{phys}} = N_{\phi} - N_{Goldstone}.$$ (2.3)

$N_{\phi}$ is the number of degrees of freedom of the Higgs field $\phi$ and $N_{Goldstone}$ is the number of the Goldstone bosons. $N_{Goldstone}$ is given by $N_G - N_{G'}$, i.e. the number of broken generators of $G$.

A $3 \times 3$ unitary matrix can be parametrized by 6 phases [39]. Thus $6 \times 5 = 30$ phases can be removed by the unitary symmetry in Eq. (2.1). But the Standard Model has 4 global symmetries, namely baryon number and 3 lepton flavor numbers, which are also included in Eq. (2.1) [8], so that only 26 phases can be removed. One ends up with 1 CP phase $9 \times 3 - 30 + 4 = 1$. 
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In the charged quark currents, there is generally generation mixing of the quark mass eigenstates, which is described by the Cabibbo-Kobayashi-Maskawa (CKM) matrix $V$ [1]. The unitary $3 \times 3$ matrix $V$ is described by 9 numbers. Since an orthogonal matrix is described by 3 angles, the remaining 6 numbers are phases. But not all of them are physical, since it is possible to absorb a phase of $V$ into the quark fields,

$$q_L \rightarrow \exp[i\alpha(q_L)]q_L,$$

where $q_L$ is a left-handed quark field. 1 phase from either a row or a column of $V$ can be removed. A common phase transformation of all $q_L$ does not change $V$ so that only $6 - 1 = 5$ phases are removed. Thus 1 physical phase remains in the CKM matrix being responsible for CP violation in the Standard Model. A common parametrization of the CKM matrix is given by the Kobayashi–Maskawa parametrization [40],

$$V = \begin{pmatrix}
C_1 & -S_1C_3 & -S_1S_3 \\
S_1C_2 & C_1C_3 - S_2S_3 \exp[i\delta] & C_1S_3 + S_2C_3 \exp[i\delta] \\
S_1S_2 & C_1S_3 + C_2S_3 \exp[i\delta] & C_1C_3 - C_2S_3 \exp[i\delta]
\end{pmatrix},$$

where $S_i = \sin[\theta_i]$, $C_i = \cos[\theta_i]$ with the mixing angle $\theta_i$ and $\delta$ is the CP phase.

2.1.2 Jarlskog invariant in the Standard Model

The only CP–odd quantity of the Standard Model can be described in a weak basis invariant way [41],

$$J = \text{Im}(\text{Det}[Y^u Y^u\dagger, Y^d Y^d\dagger]).$$

$J$ is called the Jarlskog invariant. It is invariant under quark basis transformations. CP violation is absent in the Standard Model if and only if the Jarlskog invariant is vanishing. This can be seen by expressing $J$ in terms of the quark masses and the mixing matrix

$$J = (m_t^2 - m_u^2)(m_t^2 - m_c^2)(m_c^2 - m_u^2)$$

$$+ (m_b^2 - m_s^2)(m_b^2 - m_d^2)(m_d^2 - m_s^2) \text{Im}(V_{11}V_{22}V_{12}^*V_{21}^*).$$

$\text{Im}(V_{11}V_{22}V_{12}^*V_{21}^*)$ is an invariant quartet of the CKM–mixing matrix. One can write the imaginary part as a function of angles and the CP phase $\delta$. In the Kobayashi-Maskawa parametrization,

$$\text{Im}(V_{11}V_{22}V_{12}^*V_{21}^*) = \sin^2\theta_1 \sin\theta_2 \sin\theta_3 \cos\theta_1 \cos\theta_2 \cos\theta_3 \sin\delta.$$

The expression vanishes for

$$\theta_i = 0, \quad \theta_i = \pi/2, \quad \delta = 0, \quad \delta = \pi.$$

$J$ can also vanish, if 2 down–type or 2 up–type quarks are mass degenerate. In calculations for CP–odd quantities of the Standard Model, the CP-odd observables are related to the invariant quartet $\text{Im}(V_{11}V_{22}V_{12}^*V_{21}^*)$. 

19
2.1.3 Generalization

The Jarlskog invariant of the Standard Model was generalized to extensions of the Standard Model, e.g. for more than 3 generations or extended Higgs sector [52, 42, 43, 53, 50, 54]. In Ref. [49, 51], the weak basis invariants in the Standard Model extended with right handed neutrinos are discussed. Jarlskog invariants for the MSSM were constructed in Ref. [55, 56]. We extended the notion of Jarlskog invariants to a supersymmetric model with 3 right–handed chiral neutrino superfields in [48]. The result of our paper is presented in the following sections.

In what follows, first the CP phases and invariants in the SM with 3 right–handed neutrinos are studied. We differ from previous work in implementing the concise techniques of [55]. Within this formalism, then the SUSY generalization is constructed, the Minimal Supersymmetric Standard Model (MSSM) with 3 right–chiral neutrino superfields, and examples of possible applications are given.

2.2 SM with 3 right-handed neutrinos

The neutrino anomalies can be explained by massive neutrinos. By extending the Standard Model with 3 heavy right–handed neutrinos, the masses of the light neutrinos are generated via seesaw mechanism [80]. In this framework, the relevant Lagrangian is given by

$$\Delta \mathcal{L} = Y_{eij} \bar{l}_i e_j H + Y_{\nu ij} \bar{l}_i \nu_j \tilde{H} + \frac{1}{2} M_{ij} \bar{\nu}_i \nu_j + \text{h.c.},$$

where $l$, $e$, $\nu$ and $H$ denote the left–handed charged lepton doublet, the right–handed charged lepton singlet, the right–handed neutrino singlet and the Higgs doublet, respectively. $\tilde{H}$ is given by $i \tau_2 H^*$, where $\tau_2$ is the second Pauli matrix. $Y_{eij}$ is the charged lepton Yukawa matrix, $Y_{\nu ij}$ is the Yukawa matrix for the neutrinos and $M_{ij}$ is the complex symmetric Majorana mass matrix for the right–handed neutrinos. $i, j$ are the generation indices and the superscript $c$ denotes charge conjugation.

The kinetic energy terms of the leptons have the form

$$\mathcal{L}_{\text{kin}} = \bar{l} \gamma^\mu l + \bar{e} \gamma^\mu e + \bar{\nu} \gamma^\mu \nu. \quad (2.10)$$

and are invariant under the following unitary flavor symmetry,

$$U(3)_l \times U(3)_e \times U(3)_\nu. \quad (2.11)$$

The lepton fields transform under the unitary basis transformation as

$$l \rightarrow U^\dagger_l l, \quad (2.12)$$
$$e \rightarrow U^\dagger_e e, \quad (2.13)$$
$$\nu \rightarrow U^\dagger_\nu \nu. \quad (2.14)$$
The corresponding Yukawa couplings and Majorana mass matrix transform as

\[
\begin{align*}
Y^e & \rightarrow U^\dagger U^e U_e, \\
Y^\nu & \rightarrow U^\dagger U^\nu U_\nu, \\
M & \rightarrow U^T U M U_\nu.
\end{align*}
\]

The transformed Yukawa couplings and the Majorana mass term are equivalent to the original ones, i.e. they represent the same physics.

CP transformation on the fields is equivalent with complex conjugation of the Yukawa couplings and the Majorana mass matrix \([57]\),

\[
Y^e, Y^\nu, M \rightarrow Y^e*, Y^\nu*, M^*,
\]

for an appropriate phase convention.

In seesaw models, the mass scale \(M_R\) of the Majorana mass term is below the GUT scale, in order to explain the tininess of the neutrino masses at low energies. 3 neutrinos are very light and the corresponding dimension–5 operator involves only left–handed neutrinos, since the right–handed neutrinos decouples from theory. The effective mass matrix is given by

\[
m_{\text{eff}} = Y^\nu M^{-1} Y^{\nu*} \tilde{H}^2,
\]

which results in neutrino masses upon the electroweak scale. Now the remaining flavor symmetry is given by

\[
U(3)_l \times U(3)_e
\]

with the transformation law

\[
\begin{align*}
Y^e & \rightarrow U^\dagger Y^e U_e, \\
m_{\text{eff}} & \rightarrow U^\dagger m_{\text{eff}} U^*_l.
\end{align*}
\]

The number of physical phases can be obtained with Eq. (2.2). The Yukawa couplings \(Y^e\) and \(Y^\nu\) are arbitrary complex matrices and have \(9 + 9 = 18\) phases. The complex symmetric Majorana mass matrix \(M\) has additional 6 phases, so that there are 24 phases. But not all phases are physical as seen in the last section. Each unitary matrix is parametrized by 6 phases, so that from the 24 phases in the Yukawa couplings and the Majorana mass matrix, 18 can be removed by the unitary symmetry (2.11)\(^1\).

For the low–energy limit, \(Y^e\) and \(m_{\text{eff}}\) contain \(9 + 6 = 15\) phases, 12 phases can be removed by the unitary symmetry and one ends up with 3 physical phases. The other 3 phases of the heavy neutrino sector cannot be observed at low energies. However, these can be relevant to CP violation at high energies, e.g. leptogenesis \([66]\).

\(^1\)If the Majorana mass matrix were absent, only 17 phases could be removed since a phase transformation proportional to the unit matrix leaves \(Y^e\) and \(Y^\nu\) intact, which corresponds to a conserved lepton number.
2.2.1 High-energy theory

CP Phases

The physical CP phases in the non–degenerate case are identified in a specific basis assuming a general form of $Y^e$, $Y^\nu$ and $M$. Taking advantage of the unitary symmetry in Eqs. (2.15)-(2.17), $Y^\nu$ can be diagonalized by a biunitary transformation,

$$Y^\nu \rightarrow U_\nu^\dagger U_\nu = \text{real diagonal.} \quad (2.22)$$

This basis is defined only up to a diagonal phase transformation

$$\tilde{U}_i = \tilde{U}_\nu = \text{diag}(\exp[i\alpha_1], \exp[i\alpha_2], \exp[i\alpha_3]). \quad (2.23)$$

In this specific basis, $U^\dagger_\nu Y^e$ can be written as

$$U^\dagger_\nu Y^e = H U, \quad (2.24)$$

where $H$ is Hermitian and $U$ is unitary. This can be done for any matrix and is known as the "radial coordinates decomposition". One can choose now,

$$U_e = U^\dagger. \quad (2.25)$$

Then there is no symmetry left, in order to bring $M$ into a specific form.

The discussion shows, that one can start from the beginning with the following parameterization of the matrices.

$$Y^\nu = \text{real diagonal}, \quad Y^e = \text{Hermitian}, \quad M = \text{symmetric}, \quad (2.26)$$

where the last equation is satisfied in any basis. This basis is defined only up to a diagonal phase transformation

$$\tilde{U}_i = \tilde{U}_e = \tilde{U}_\nu = \text{diag}(\exp[i\alpha_1], \exp[i\alpha_2], \exp[i\alpha_3]). \quad (2.27)$$

Under this residual symmetry, $Y^e$ and $M$ transform as

$$Y^e_{ij} \rightarrow Y^e_{ij} \exp[i(\alpha_j - \alpha_i)], \quad (2.28)$$

$$M_{ij} \rightarrow M_{ij} \exp[i(\alpha_i + \alpha_j)]. \quad (2.29)$$

The physical phases must be invariant under the residual phase symmetry. In the special case that the Majorana mass term is zero, the only CP phase is given by

$$\phi_0 = \text{arg}[Y^e_{12} Y^e_{23} Y^e_{13}]. \quad (2.30)$$

\textsuperscript{2}This is not the only choice. Another basis is given, where $Y^e$ and $M$ are diagonal and $Y^\nu$ is arbitrary.

\textsuperscript{3}The hermicity of $Y^e$ has been used, $Y^e_{31} = Y^e_{13}$. 
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This must be clearly the Dirac CP phase. Now, the general case \((M \neq 0)\) is considered. Now there are 5 additional phases. 3 rephasing invariant phases can be constructed out of the matrix \(M\),

\[
\begin{align*}
\phi_1 &= \arg[M_{11}M_{22}M_{12}^*], \\
\phi_2 &= \arg[M_{22}M_{33}M_{23}^*], \\
\phi_3 &= \arg[M_{11}M_{33}M_{13}^*],
\end{align*}
\]

while the remaining 2 involve \(Y^e\) as well,

\[
\begin{align*}
\phi_4 &= \arg[Y_{13}^e M_{13}^* M_{33}], \\
\phi_5 &= \arg[Y_{23}^e M_{22}^* M_{23}].
\end{align*}
\]

One can see, that the physical phases are indeed independent by considering the independent matrix elements. The choice of the phases is not unique. One can construct a different physical phase, e.g. the phase \(\phi_4\) can be replaced by \(\phi'_4\)

\[
\phi_4 = \arg[Y_{13}^e M_{13}^* M_{33}] \rightarrow \phi'_4 = \arg[Y_{12}^e M_{12}^* M_{22}],
\]

but it can be written in terms of the phases in Eqs. (2.30)-(2.35).

The necessary and sufficient conditions for CP conservation are given by

\[
\phi_i = 0 \quad (2.37)
\]

for \(i = 0, \ldots, 5\), and the phases are understood mod \(\pi\). If these conditions are satisfied, the flavor objects in Eq. (2.26) can be made real by choosing appropriate \(\alpha_i\). Then no CP violation is possible. Conversely, CP conservation implies that the flavour matrices are real in some basis. Then, the CP conserving \(Y^e, Y^\nu\) and \(M\) are generated by phase redefinitions (2.27) leaving \(\phi_i = 0\) intact.

It is clear, that the physical phases in Eqs. (2.30)-(2.35) are basis-dependent objects, which are invariant under the residual phase symmetry in Eq. (2.27). If one chooses a basis, where \(Y^e\) and \(M\) is diagonal and \(Y^\nu\) is arbitrary, then the physical phases have a different form.

**CP violating invariants**

In the last subsection, the physical CP phases were given in the specific basis (2.26). The residual phase symmetry was used, in order to study the resulting CP phases. In this subsection, the CP–odd quantities are constructed in a basis independent way. Afterwards, in the specific basis of Eqs. (2.26), the weak basis independent invariants and the CP–phases in Eqs. (2.30)-(2.35) are related.

Now the corresponding weak basis invariants are constructed. Again, it might be useful to consider a simple example.

In the case that \(M = 0\), there can be only 1 CP–violating invariant \(I\). Of course, many other invariants can be constructed, but they will be only a function of \(I\). Hermitian objects
are constructed, which only transform under one of the unitary symmetries in Eq. (2.11). From the Yukawa couplings $Y^e$ and $Y^ν$, the following Hermitian objects are built,

$$ A = Y^{ν|}Y^ν, \quad B = Y^{ν|}Y^eY^{e|}Y^ν, \quad (2.38) $$

where $A$ and $B$ are Hermitian. Both transforming under the following unitary symmetry,

$$ A, B \rightarrow U_ν^† A, B U_ν \quad (2.39) $$

The trace of a product of the matrices $A$ and $B$ is invariant under the unitary flavor transformations $U_i, U_e$ and $U_ν$. In order to construct weak basis invariants, which are CP–odd, the invariant must change sign under CP transformation. CP transformation on the fields is equivalent to complex conjugation of the matrices. Complex conjugation on the Yukawa couplings is equivalent to transposition of $A$ and $B$, since $A, B$ are Hermitian. The simplest non–vanishing CP–odd observable is then given by,

$$ I = \text{Im} \text{Tr}[A, B]^3. \quad (2.40) $$

The trace of $[A, B]$ is vanishing. The trace of $[A, B]^2$ is non–vanishing, however, it does not change sign under CP transformation. Thus the invariant (2.40) is indeed the simplest possible choice\textsuperscript{4}.

Now, the general case ($M \neq 0$) is considered. The following Hermitian matrices can be constructed

$$ A \equiv Y^{ν|}Y^ν, \quad (2.41) $$

$$ B \equiv Y^{ν|}Y^eY^{e|}Y^ν, \quad (2.42) $$

$$ C \equiv M^* M, \quad (2.43) $$

$$ D \equiv M^* (Y^{ν|}Y^ν)^* M. \quad (2.44) $$

In general, they are not diagonalizable simultaneously and transform as

$$ \mathcal{M}_i \rightarrow U_ν^† \mathcal{M}_i U_ν, \quad (2.45) $$

where $\mathcal{M}_i = \{A, B, C, D\}$. The simplest CP-odd invariants that can be formed out of this set are

$$ \text{Tr}[\mathcal{M}_i^p, \mathcal{M}_j^q]^{n}, \quad \text{Tr}[\mathcal{M}_i^p, \mathcal{M}_j^q, \mathcal{M}_k^r]^{m}, \quad (2.46) $$

where $p, q, r$ are integer and $n, m$ are odd; $[...]$ denotes complete antisymmetrization of the matrix product. The first class of invariants is the familiar Jarlskog type (“J-type”), while the

\textsuperscript{4}It can be also written as $\text{Im}(\text{det}[A, B])$ \cite{41}.
second class ("K–type") appears, for example, in supersymmetric models [55]. A possible set of 6 independent weak basis invariants is given by:


(2.47)  
(2.48)  
(2.49)  
(2.50)  
(2.51)  
(2.52)

where \(\text{Tr}[a, b, c] \propto \text{Tr}[a, b]c\) have been used. If the invariants are calculated in the basis (2.26), the first invariant is proportional to the sine of the Dirac phase (2.30). The remaining invariants are complicated functions of the phases in Eqs. (2.30)-(2.35). The independence of the 6 invariants can be shown by evaluating the Jacobian,

\[\text{Det} \left( \frac{\partial J_i}{\partial \phi_j} \right)\]

(2.53)

where \(J_i\) are the invariants above. A non–zero Jacobian indicates that the objects are independent. It is confirmed numerically that this is indeed the case.

It is instructive to consider the above invariants in a different basis, for example, where matrix \(A\) is diagonal,

\[
A = \begin{pmatrix} A_1 & 0 & 0 \\ 0 & A_2 & 0 \\ 0 & 0 & A_3 \end{pmatrix}, \quad B = \begin{pmatrix} B_{11} & B_{12} & B_{13} \\ B_{12}^* & B_{22} & B_{23} \\ B_{13}^* & B_{23}^* & B_{33} \end{pmatrix}, \quad C = \begin{pmatrix} C_{11} & C_{12} & C_{13} \\ C_{12}^* & C_{22} & C_{23} \\ C_{13}^* & C_{23}^* & C_{33} \end{pmatrix}, \quad D = ... \]

(2.54)

This basis is defined up to a rephasing

\[
\tilde{U}_\nu = \text{diag}(\exp[i\alpha_1], \exp[i\alpha_2], \exp[i\alpha_3]).
\]

(2.55)

The physical CP phases must be invariant under this residual symmetry and are of the form

\[
\text{arg}[B_{12}B_{23}B_{13}^*], \text{arg}[C_{12}C_{23}C_{13}^*], ..., \text{arg}[B_{12}C_{12}^*], \text{arg}[B_{23}C_{23}^*], ..., \]

(2.56)  
(2.57)

The 4 Hermitian objects have altogether 12 phases. But the unitary symmetry can remove 5 phases, so that one ends up with 7 phases. This seems to be contradictory to the previous result, because one obtained 6 physical phases. The reason is that the Hermitian objects are built from 3 flavor objects, so that 1 phase is a functions of the other phases. Except from

\[
\phi_0 \propto \text{arg}[B_{12}B_{23}B_{13}^*].
\]

(2.58)

\footnote{The Im(...) for each invariant is dropped in the following.}
the phases in Eqs. (2.30)-(2.35) are complicated functions of the expressions in Eq. (2.56) and Eq. (2.57). For $\text{Tr} [A, B]^3$, one obtains the following explicit expression

$$6(A_1 - A_2)(A_2 - A_3)(A_3 - A_1)|B_{12}B_{23}B_{13}^*|\text{Arg}[B_{12}B_{23}B_{13}^*].$$

If only $A$, $B$ and $C$ are taken, then only 4 phases can be extracted.

$$\text{arg}[B_{12}B_{23}B_{13}^*], \text{arg}[B_{13}C_{13}^*], \text{arg}[B_{23}C_{23}^*], \text{arg}[B_{12}C_{12}^*].$$

The phase $\text{arg}[C_{12}C_{23}C_{13}^*]$ is not an independent one, since it can be expressed in terms of the phases in Eq. (2.60),

$$\text{arg}[C_{12}C_{23}C_{13}^*] = \text{arg}[B_{12}B_{23}B_{13}^*] - \text{arg}[B_{13}C_{13}^*] - \text{arg}[B_{23}C_{23}^*] - \text{arg}[B_{12}C_{12}^*].$$

By constructing Hermitian objects, some informations got lost, so that it is necessary to include a further object $D$.

The necessary and sufficient conditions for CP conservation in the non–degenerate case are

$$J_i = 0,$$

where $J_i$ are the invariants (2.47)-(2.52). This is equivalent to Eq.(2.37).

### 2.2.2 Low–energy theory

#### CP phases

At low energies, there are 2 flavor matrices $Y_e$ and $m_{\text{eff}}$. Using the unitary freedom (2.21), both can be brought in the form

$$m_{\text{eff}} = \text{real diagonal },$$

$$Y_{e} = \text{Hermitian}.$$

In the non–degenerate case, there is no residual freedom in this basis due to the Majorana character of $m_{\text{eff}}$. The 3 off–diagonal phases of the Hermitian matrix $Y_{e}$ are the physical phases

$$\phi_{1}^{\text{eff}} = \text{arg}[h_{12}] ,$$

$$\phi_{2}^{\text{eff}} = \text{arg}[h_{23}] ,$$

$$\phi_{3}^{\text{eff}} = \text{arg}[h_{13}].$$

Alternatively, one can choose a basis, in which $Y_{e}$ is diagonal,

$$Y_{e} = \text{real diagonal },$$

$$m_{\text{eff}} = \text{symmetric} ,$$
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where the second equation is satisfied in any basis. The residual freedom is
\[ \tilde{U}_i = \tilde{U}_e = \text{diag}(\exp[i\alpha_1], \exp[i\alpha_2], \exp[i\alpha_3]), \] (2.68)
such that the 3 physical phases are of the form
\[ \arg[(m_{\text{eff}})_{ii}(m_{\text{eff}})_{jj}^*] \] (2.69)
for \( i \neq j \).

These phases can be separated into Majorana and Dirac ones. This can be done by expressing \( m_{\text{eff}} \) as
\[ m_{\text{eff}} = U \text{ (real diagonal)} \, U^T, \] (2.70)
where \( U \) is unitary. 5 of its phases can be factored out \[62,\]
\[ U = \text{diag}(\exp[i\alpha_1], \exp[i\alpha_2], \exp[i\alpha_3]) \times U' \text{ diag}(1, \exp[i\Phi_1], \exp[i\Phi_2]), \] (2.71)
with \( U' \) containing a single phase which cannot be factored out. The phases \( \alpha_1-3 \) are unphysical and can be removed by the residual symmetry transformations \( m_{\text{eff}} \rightarrow \tilde{U}_i^\dagger m_{\text{eff}} \tilde{U}_i^\ast \), which is equivalent to rephasing the lepton fields. The “Majorana” phases \( \Phi_{1,2} \) as well as the “Dirac” phase \( \delta \) in \( U' \) are unaffected by this phase redefinition and are physical. They enter the PMNS matrix at the W-boson–lepton–lepton vertex \[58,60].

The necessary and sufficient conditions for CP conservation in the non–degenerate case are given by
\[ \phi_i^{\text{eff}} = 0 \] (2.72)
for \( i = 1, 2, 3 \) which is equivalent to \( \Phi_1 = \Phi_2 = \delta = 0 \) (the phases are understood mod \( \pi \)).

**CP violating invariants**

As in the previous subsection, first Hermitian matrices are constructed, transforming under one of the unitary symmetries only. At low energies, \( U_1 \) is the relevant symmetry and therefore the following Hermitian objects are chosen
\[ A = Y e Y^\dagger, \]
\[ B = m_{\text{eff}} m_{\text{eff}}^*, \]
\[ C = m_{\text{eff}} (Y e Y^\dagger)^* m_{\text{eff}}^*. \] (2.73)

They all transform as
\[ \mathcal{M}_i \rightarrow U_i^\dagger \mathcal{M}_i \, U_i, \] (2.74)
where \( \mathcal{M}_i = \{A, B, C\} \). Generally \( A, B, C \) are not diagonalizable in the same basis. They contain \( 3 \times 3 - 5 = 4 \) invariant phases, 3 of which are independent and related to \( \phi_i^{\text{eff}} \). Again, using 2 Hermitian matrices, e.g. \( A \) and \( B \), would only allow to extract information about 1 phase, so it is necessary to consider \( C \) as well.
In principle, it is possible to construct weak basis invariants transforming under $U_e$,

$$
A' = Y^\dagger Y^e, \quad (2.75)
$$
$$
B' = Y^\dagger m_{\text{eff}}^* Y^e, \quad (2.76)
$$
$$
C' = Y^\dagger m_{\text{eff}} (Y^e Y^e)^* m_{\text{eff}}^* Y^e, \quad (2.77)
$$

but these expressions are quite cumbersome and in addition, $U_e$ is not the relevant symmetry in the low–energy theory.

The CP–odd invariants can be chosen as

$$
\text{Tr}[A, B]^3, \quad (2.78)
$$
$$
\text{Tr}[A, C]^3, \quad (2.79)
$$
$$
\text{Tr}[A, B]C. \quad (2.80)
$$

In the non–degenerate case, they are all independent and can be used to extract $\phi_i^\text{eff}$. This is established by calculating the Jacobian $\text{Det} (\frac{\partial J_i}{\partial \phi^\text{eff}_j})$.

As expected, the Jarlskog–type invariant (2.78) is independent of the Majorana phases and is proportional to the Dirac phase,

$$
\text{Tr}[A, B]^3 \propto \sin \delta. \quad (2.81)
$$

The other invariants are complicated functions of the Dirac and Majorana phases.

The necessary and sufficient conditions for CP conservation in the non–degenerate case are

$$
J_i = 0, \quad (2.82)
$$

where $J_i (i = 1, 2, 3)$ denote the invariants (2.78)-(2.80).

### 2.2.3 Degenerate case

So far it has been assumed that there are no degenerate eigenvalues in any of the matrices and that the mixing angles are non–zero. It is however instructive to consider the special case, where all the low–energy neutrino mass eigenvalues are equal, i.e. there exists a basis such that

$$
m_{\text{eff}} = m \times 1, \quad (2.83)
$$

where 1 is a $3 \times 3$ unit matrix and $m$ is real and the mass of the neutrino, i.e. the eigenvalues of the effective Majorana mass matrix are degenerate. There is no residual phase symmetry left, but in this basis (2.63), there is an orthogonal symmetry,

$$
\bar{U}_i = \bar{U}_e = O, \quad OO^T = 1, \quad (2.84)
$$
which retains the Hermiticity of $Y^e$. The phases $\phi_i^{\text{eff}}$ are not all independent and can be parametrized by a single phase [61]. This means, that in the Majorana sector CP violation can be possible, even if the Majorana mass matrix is degenerate. This should be contrasted to the Dirac case. In the limit of degenerate eigenvalues or vanishing mixing angles, the invariant (2.81) vanishes.

In the basis (2.67) where $Y_e$ is real and diagonal, it can be seen more explicitly, that there is 1 CP violating phase left. $m_{\text{eff}}$ is expressed as follows

$$m_{\text{eff}} = m U_i^\dagger U_i^* = \text{symmetric unitary},$$

(2.85)

since basis (2.67) must be unitarily related to the basis (2.83). $m_{\text{eff}}$ is in the degenerate case a symmetric unitary matrix, parametrized by 4 phases (and 2 angles) [63]. Indeed, 3 of them can be factored out as [62]

$$\text{diag}(\exp[i\alpha_1], \exp[i\alpha_2], \exp[i\alpha_3]) U' \text{ diag}(\exp[i\alpha_1], \exp[i\alpha_2], \exp[i\alpha_3]),$$

(2.86)

while a symmetric unitary matrix $U'$ contains a single phase. The explicit form of $U'$ can be found in [61]. The phases $\alpha_{1-3}$ are removed by the residual phase symmetry (2.68) in this basis, leaving a single physical phase. This can be also understood by counting the parameter. Since there is only 1 Yukawa coupling and 1 unitary symmetric matrix, the number of physical phases is given by $9 + 4 - 12 = 1$.

Thus, in this degenerate case there is 1 physical Majorana phase. That this phase has to be Majorana is clear from the vanishing of the Jarlskog invariant $\text{Tr}[\mathcal{A}^* \mathcal{B}]^3$. The only non-vanishing invariant is given by (2.79). In the basis where $m_{\text{eff}}$ is diagonal, it is given by (up to a factor) [61]

$$\text{Tr}[Y^e Y^{e\dagger}, (Y^e Y^{e\dagger})^*]^3$$

(2.87)

and is invariant under the residual orthogonal symmetry (2.84). It is non-zero in general since $\mathcal{A}$ and $\mathcal{A}^*$ are not diagonal in the same basis.

In principle, this analysis can be carried over to the “high energy theory” case. There are 4 physical CP phases, since $9 + 9 + 4 - 18 = 4$. But it is very tedious, since now the matrix element of $M$ are related in a complicated way due to the additional unitary property.

The discussion of vanishing of CP phases due to degenerate Dirac masses is much simpler compared to the Majorana case and is discussed in [55].

### 2.3 MSSM with 3 right–handed neutrinos

The most general R–parity (or proton–hexality) conserving renormalizable superpotential [64] for the leptonic part is

$$W_{\text{leptonic}} = \hat{H}_2 Y^e_{ij} \hat{L}_i \hat{N}_j + \hat{H}_1 Y^\nu_{ij} \hat{L}_i \hat{E}_j + \frac{1}{2} M_{ij} \hat{N}_i \hat{N}_j,$$

(2.88)
Here \( \hat{L}, \hat{E} \) and \( \hat{N} \) are the left–chiral superfields describing the lepton doublet, a charge conjugate of the right–handed electron and a charge conjugate of the right–handed neutrino, respectively. \( \mathcal{H}_1 \) and \( \mathcal{H}_2 \) are the Higgs doublet superfields. Again, in order to employ the seesaw mechanism, \( M \gg M_Z \) is assumed. The relevant soft SUSY breaking terms are

\[
\Delta V_{\text{soft}} = (H_2 A_{ij} \tilde{l}_i \tilde{n}_j^* + H_1 A'_{ij} \tilde{e}_i \tilde{\nu}_j^*) + \frac{1}{2} B_{ij} \tilde{l}_i \tilde{l}_j + \text{h.c.}) + M_{l}^{ij} \tilde{l}_i \tilde{l}_j + M_{\nu}^{ij} \tilde{n}_i \tilde{n}_j + M_{e}^{ij} \tilde{e}_i \tilde{e}_j^*,
\]

where \( \tilde{l}, \tilde{e}^* \) and \( \tilde{n}^* \) are the scalar components of \( \hat{L}, \hat{E} \) and \( \hat{N} \), respectively. \( \mathcal{H}_1 \) and \( \mathcal{H}_2 \) denote the Higgs doublets. The soft parameters \( M_{\nu}^{ij} \) and \( B_{ij} \) are not constrained by naturalness, since both are connected to the right–handed sneutrino fields, being singlets under \( SU(2) \times U(1) \) [65]. In the following, it is understood that the soft–terms \( B \) and \( M_{\nu}^{2} \) are of the order of the Majorana mass scale \( M_R \).

As in the Standard Model, the flavor symmetry is

\[
U(3)_l \times U(3)_e \times U(3)_\nu,
\]

which now applies to superfields. Fermions and sfermions are transformed with the same unitary flavor matrices, in order to avoid flavor mixing at a fermion–sfermion–gaugino vertex such as \( e \tilde{e} \chi^0 \). The flavor objects transform as follows,

\[
\begin{align*}
Y^\nu & \to U_l^\dagger Y^\nu U_\nu, \\
Y^e & \to U_l^\dagger Y^e U_e, \\
A^\nu & \to U_l^\dagger A^\nu U_\nu, \\
A^e & \to U_l^\dagger A^e U_e, \\
M^{l2} & \to U_l^\dagger M^{l2} U_l, \\
M^{e2} & \to U_e^\dagger M^{e2} U_e, \\
M & \to U_\nu^T M U_\nu, \\
B & \to U_\nu^T B U_\nu.
\end{align*}
\]

The number of physical phases in the non–degenerate case is counted as follows: The Yukawa couplings \( Y^e \) and \( Y^\nu \) and the corresponding soft terms \( A^e \) and \( A^\nu \) are arbitrary complex matrices and give \( 9 + 9 + 9 + 9 = 36 \) phases. The soft terms of the scalar leptons are Hermitian and the off–diagonal entries yield \( 3 + 3 + 3 = 9 \) phases. Finally, the mass term of the right–handed neutrino superfield and its soft term are complex symmetric and contribute \( 6 + 6 = 12 \) phases. Altogether, all flavor objects in the leptonic sector contain 57 phases. Out of these original phases, 18 phases can be removed by the symmetry transformation in Eq. (2.90). One is left with 39 physical phases.\(^6\)

\(^6\)If the Majorana matrices were absent, we would get \( 45 - 17 = 28 \) physical CP phases.
2.3.1 SUSY CP phases and CP–odd invariants

First, the physical CP phases are constructed in a specific basis, which is the same as in the Standard Model extended with 3 right-handed neutrinos (2.26),

\[
Y^\nu = \text{real diagonal} , \\
Y^e = \text{Hermitian} , \\
M = \text{symmetric} .
\]  

(2.100)

6 of the physical phases are also the same as in the previous case

\[
\phi_0 = \text{arg}[Y^e_{12}Y^e_{23}Y^e_{13}^*] , \quad (2.101) \\
\phi_1 = \text{arg}[M_{11}M_{22}M_{12}^2] , \quad (2.102) \\
\phi_2 = \text{arg}[M_{22}M_{33}M_{23}^2] , \quad (2.103) \\
\phi_3 = \text{arg}[M_{11}M_{33}M_{13}^2] , \quad (2.104) \\
\phi_4 = \text{arg}[Y^e_{13}M_{13}M_{53}^*] , \quad (2.105) \\
\phi_5 = \text{arg}[Y^e_{23}M_{22}M_{23}^*] . \quad (2.106)
\]

The additional physical CP phases due to the new supersymmetric flavor structures are given by

\[
\text{arg}\left(Y^{\nu,e}_{ij} A^{(\nu,e)\nu}_{ij}\right) , \quad (2.107) \\
\text{arg}\left(Y^{\nu,e}_{ij} M^{(\nu,e)\nu}_{ij}B_{ij}\right) , \quad (2.108) \\
\text{arg}\left(M_{ij} B_{ij}^*\right) . \quad (2.109)
\]

The first class of physical phases, originating from the \(A\) terms, provides 18 phases. The second class, involving the Hermitian soft slepton masses, gives additional 9 phases and the last class, covering the symmetric Majorana mass term and its soft term yields 6 phases.

In the second step, Hermitian objects are constructed. In the Standard Model case, all Hermitian objects transform under the same unitary symmetry, namely \(U_\nu\) and \(U_l\), respectively. Pursuing the same strategy in the supersymmetric case leads to very cumbersome Hermitian objects. Therefore, in the supersymmetric case, 3 separate groups of Hermitian objects are constructed, each transforming under one of unitary symmetry \(U_l\), \(U_\nu\) and \(U_e\), respectively. These are listed in Table 2.1. This set is sufficient to provide a minimal set of weak basis invariants and therefore fixes all physical phases in the non–degenerate case. In the following, it is investigated on what CP phases these Hermitian matrices are sensitive to.

Consider for example Column 3. In the basis where \(Y^{\nu,e}\) is diagonal, the CP phases invariant under the residual symmetry (2.27) are of the type

\[
\text{arg}(M_{i12}(M_{i})_{23}(M_{i})_{13}^*) , \quad (2.110) \\
\text{arg}(M_{i12}(M_{i+1})_{12}^*) , \quad (2.111)
\]
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where $M_i$ are the Hermitian matrices of the third Column of Table 2.1. Given $N > 1$ independent Hermitian matrices, one can construct $3N - 5$ independent invariant phases. These can be chosen as 1 CKM–type phase (2.110), taking a cyclic product of the the same matrix, and the rest of the form (2.111) by taking products of elements in the same positions in different matrices [55]. In this fashion, one obtains 19 invariant phases from Column 3. However, as it has been seen in the SM case, one has to be cautious in determining the correct number of independent phases, and not too many, since there are certain relations among these matrices.

In order to make the choice of Hermitian objects in Table 2.1 plausible and to better understand the counting of independent phases, consider first the hypothetical special case, when the only non–zero quantities are $Y^e$, $Y^\nu$ and $M^\nu_2$. The arising Hermitian objects are: $Y^e Y^e$, $Y^\nu Y^\nu$ in the first column, $Y^e Y^e$ in the second column and $Y^\nu Y^\nu$ and $M^\nu_2$ in the third column. In the basis (2.26) with $M = 0$, using the above counting arguments, one then obtains only 4 physical independent phases. These can not be recovered from the Hermitian quantities in the 3 columns of Table 2.1. It is only possible to get 1 phase of the form (2.110) in Column 1, and another phase of the same type from Column 3. In order to construct the 4 phases, it is thus necessary to include a more complicated Hermitian object, $Y^e Y^e Y^e$, in Column 3, as it was done in the Standard Model case. This brings in 3 extra phases, 2 of which are independent. This shows that, in the special case, extra Hermitian objects may have to be included.

Next the more involved case is considered, where apart from $Y^e$, $Y^\nu$ and $M^\nu_2$, also $A^\nu \neq 0$. Again, by the counting argument, there exists 13 physical independent phases from the remaining Hermitian objects in Table 2.1 in the supersymmetric basis corresponding to (2.26).

In order to construct the extra phases, additional Hermitian matrices can be written down, namely $A^\nu A^\nu$, $A^\nu Y^\nu$ and $M^\nu_2$ in the first column, as well as $A^\nu A^\nu$ and $A^\nu Y^\nu$ in the third column. These extra objects restore the deficit encountered above, i.e. one can now recover 13 physical phases from the Hermitian objects. The naïve counting gives 7 phases for Column 1 and 7 phases for Column 3, which is too many. However, of the matrices

$$A^\nu A^\nu, A^\nu Y^\nu + \text{H.c.}, A^\nu A^\nu, A^\nu Y^\nu + \text{H.c.}$$

only 3 are independent. One of these matrices, say $A^\nu Y^\nu + \text{H.c.}$, can be reconstructed from

<table>
<thead>
<tr>
<th>$U(3)_l$</th>
<th>$U(3)_e$</th>
<th>$U(3)_\nu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Y^e Y^e$</td>
<td>$Y^e Y^e$</td>
<td>$Y^e Y^\nu$</td>
</tr>
<tr>
<td>$Y^\nu Y^\nu$</td>
<td>$A^\nu A^\nu$</td>
<td>$A^\nu A^\nu$</td>
</tr>
<tr>
<td>$A^\nu A^\nu$</td>
<td>$M^\nu_2$</td>
<td>$M^\nu_2^*$</td>
</tr>
<tr>
<td>$Y^e A^\nu + \text{H.c.}$</td>
<td>$M^\nu_2$</td>
<td>$M^* M$</td>
</tr>
<tr>
<td>$A^\nu Y^\nu + \text{H.c.}$</td>
<td>$B^* (Y^\nu Y^\nu)^* B$</td>
<td>$B^* M + \text{H.c.}$</td>
</tr>
</tbody>
</table>

Table 2.1: The minimal set of Hermitian flavor objects.
the others. This can be seen more clearly by the following argument [55]. In a basis, where $Y^\nu$ is diagonal, the objects $A^\nu A^{\dagger \nu}$ and $A^{\dagger \nu} A^\nu$ fix the diagonalization matrices of $A^\nu$ up to a phase transformation,

$$A^\nu A^{\dagger \nu} \rightarrow U_1^\dagger A^\nu A^{\dagger \nu} U_1 = \text{diag}(a_1^\nu, a_2^\nu, a_3^\nu), \quad (2.112)$$
$$A^{\dagger \nu} A^\nu \rightarrow U_\nu^\dagger A^{\dagger \nu} A^\nu U_\nu = \text{diag}(a_1^\nu, a_2^\nu, a_3^\nu). \quad (2.113)$$

$A^\nu$ is then expressed in terms of its eigenvalues and the diagonalization matrices,

$$A^\nu = U_\nu^\dagger \text{diag}(a_1^\nu, a_2^\nu, a_3^\nu) U_\nu. \quad (2.114)$$

Due to the residual phase symmetry, the diagonalization matrices are defined up to phase transformation

$$U_1 \rightarrow \text{diag}(\exp[i\delta_1], \exp[i\delta_2], \exp[i\delta_3]) U_1, \quad (2.115)$$
$$U_\nu \rightarrow \text{diag}(\exp[i\phi_1], \exp[i\phi_2], \exp[i\phi_3]) U_\nu. \quad (2.116)$$

$\delta_i = \phi_i$ does not change $A^\nu$, but $\delta_i = -\phi_i$ changes $A^\nu$, so that the phases of $A^\nu$ are not fixed. This can be resolved by fixing $A^\nu Y^{\nu \dagger} + \text{h.c.}$ such that $A^\nu$ can be reconstructed. In other words, $A^{\dagger \nu} Y^\nu + \text{h.c.}$ can be reconstructed from $A^\nu A^{\dagger \nu}$, $A^{\dagger \nu} A^\nu$ and $A^{\dagger \nu} Y^{\nu \dagger} + \text{h.c.}$. This means that the CKM–type phase associated with $A^{\dagger \nu} Y^\nu + \text{h.c.}$, namely

$$\arg\left(\left(\left(\left(A^{\dagger \nu} Y^\nu + \text{h.c.}\right)_{12}\left(A^{\dagger \nu} Y^\nu + \text{h.c.}\right)_{23}\left(A^{\dagger \nu} Y^{\nu \dagger} + \text{h.c.}\right)_{13}\right)^*\right)\right) \quad (2.117)$$

is not an independent phase and should not be counted. Although it may seem that $A^{\dagger \nu} Y^\nu + \text{h.c.}$ should be excluded altogether, this is not correct since it allows one to restore the (otherwise missing) phases of $M^{\nu 2}$ through the rephasing invariant combinations

$$\arg\left(\left(\left(M^{\nu 2}\right)_{12}\left(A^\nu Y^\nu + \text{h.c.}\right)_{12}\right)^*\right), \quad (2.118)$$

The other 3 phases can be chosen as

$$\arg\left(\left(\left(A^\nu Y^\nu\right)_{12}\left(A^{\dagger \nu} Y^\nu + \text{h.c.}\right)_{12}\right)^*\right), \quad (2.119)$$

One thus ends up with 6 phases from the Hermitian matrices of Column 3 and 7 phases from those of Column 1. Similar considerations apply when adding $A^e$ to Column 2, where the CKM-type phase for $A^e Y^\nu + \text{h.c.}$ is not independent.

In the Dirac case, where only $M = B = 0$ in (2.89), (2.90), i.e. also $M^l$, $M^\nu$, $M^e \neq 0$, these are the only complications and one gets 28 phases from the Hermitian objects of Table 2.1. Adding a non–trivial Majorana mass $M$ results in 5 further physical phases. This is because, in the basis (2.26), $M$ adds 6 phases while its overall phase can be eliminated by the residual symmetry transformation, which leaves $Y^e$ and $Y^\nu$ invariant. To recover these 5 phases from the Hermitian objects, one must add 2 entries in Column 3, $M^* M$ and $M^*(Y^{\nu \dagger} Y^{\nu})^* M$. This adds 6 invariant phases of the type (2.111), 5 of which are independent. Finally, inclusion of
$B$ brings in 6 more physical phases of the type (2.111) in the basis (2.26), all of which are independent. Correspondingly, one adds $B^*(Y^eY^\nu)^*B$ and $B^*M + \text{H.c.}$ to Column 3, which are sensitive to these phases. Note that the object of the form $B^*M + \text{H.c.}$ is necessary as it depends on the physical relative phase between $B$ and $M$. In the end, the first, second and third Column provide 16, 6 and 17 independent phases, respectively.

The above choice of the Hermitian objects is not unique and there are many other possibilities. In particular, one may replace $A^\nu A^\nu$ in the third Column with $Y^\nu Y^e Y^e$ and $Y^\nu$. In that case, the limit “soft terms” → 0 reproduces the SM Hermitian matrices of Eqs. (2.41)-(2.44). On the other hand, the Hermitian objects in Table (2.1) are similar to the quark sector Hermitian objects of Ref. [55]. These choices are equivalent in the non–degenerate case.

The CP–odd invariants are constructed out of the Hermitian objects transforming under one of the unitary symmetries in Eq. (2.90), respectively. These can be chosen as 1 Jarlskog–type invariant and the rest $K$–invariants. The former is sensitive to the cyclic product of phases of each matrix while the latter are sensitive to the relative phases between Hermitian matrices [55]. Thus one has 39 independent invariants in the non–degenerate case,

$$J(H_1, H_3),$$

$$K(H^p_i, H^q_j, H^r_k),$$

where $J(A, B) \equiv \text{Tr}[A, B]^3$, $K(A, B, C) \equiv \text{Tr}[A, B, C]$ and $p, q, r$ are integers. In each invariant, only matrices $H_n$ belonging to the same column appear. In the Appendix, an explicit example of 39 independent invariants is given. To prove that they are independent functions of the 39 physical phases (2.30)-(2.35) and (2.107)–(2.109), the Jacobian has been calculated

$$\text{Det} \left( \frac{\partial J_i}{\partial \phi_j} \right),$$

where $J_i$ denotes collectively all the invariants (2.120) and $\phi_i$ are the physical phases. The Jacobian is non–zero. Thus, all the physical phases can be determined from these invariants.

The traditional Jarlskog invariants $\text{Tr}[H^p_i, H^q_j]^r$ are not sufficient to describe CP violation in supersymmetry. This is seen most easily in the case of 3 Hermitian matrices $A, B, C$ (which can be, for example, $Y^eY^e$, $Y^\nu Y^\nu$ and $M_l^2$). This system has 4 physical phases, however there are only 3 independent Jarlskog–type invariants $\text{Tr }[A, B]^3$, $\text{Tr }[B, C]^3$ and $\text{Tr }[C, A]^3$. All higher order Jarlskog–type invariants are proportional to these 3. This means that 1 CP phase cannot be picked up by such invariants and even if all of them vanish, CP violation is possible. It is thus necessary to include the $K$–type invariants [55].

The necessary and sufficient conditions for CP–conservation in the non–degenerate case amount to vanishing of the invariants (2.120). In that case, the 39 physical phases vanish and in some basis all the flavor objects are real. Clearly, there can then be no CP violation and any higher order CP–odd invariant, e.g. $\text{Tr }[A, B, C, D, E, ..]$, would vanish as well.

The degenerate case is not discussed in detail. Suffice it to say that additional conditions such as $\text{Im(Tr } (A^\nu Y^e)^n) = 0$, etc. arise [55].

7 It is assumed that different matrices are not diagonal in the same basis. In the degenerate case, this is not
2.3.2 Low energy theory

Upon the electroweak scale, the right–handed (s)neutrinos decouple, and an effective mass matrix for the light neutrinos are generated. In the MSSM with right-handed superfields, the dimension–5 operator $LHLH$ generates the masses for the light neutrinos. The operator is R-parity invariant and also proton–hexality invariant. The Hermitian objects, transforming under either $U(3)_l$ or $U(3)_e$ are given in Table 2.2.

The physical phases are constructed in the basis (2.63). Since there is no residual phase symmetry left, all phases in the matrices $Y^e, A^e, M^{l2}$ and $M^{e2}$ are physical. The physical phases are given by Eqs. (2.64)-(2.66) and

$$\arg(A^e_{ij}) \rightarrow 9, \quad \text{(2.122)}$$
$$\arg(M^{l2}_{ij}) \rightarrow 3, \quad \text{(2.123)}$$
$$\arg(M^{e2}_{ij}) \rightarrow 3. \quad \text{(2.124)}$$

The corresponding invariants for the 18 physical phases are constructed from the Hermitian objects in Table 2.2. For each column, the weak basis invariants are constructed from the Hermitian matrices, transforming under the same flavor symmetry. A possible set is given in the Appendix. Again, the independence of the weak basis invariants is proved by calculating the Jacobian.

The necessary and sufficient conditions for CP conservation in the nondegenerate case is that all weak basis invariants vanish.

2.4 Observables and CP–odd invariants

In the Standard Model with an effective neutrino mass matrix, the Dirac–type CP violation can be expressed by the following weak basis invariant [51],

$$\text{Tr}[Y^e Y^{e\dagger}, m_{\text{eff}} m^{\ast}_{\text{eff}}]^3 = -6i \Delta_{21} \Delta_{32} \Delta_{31} \Delta m_{21}^2 \Delta m_{31}^2 \Delta m_{32}^2 J_{CP}, \quad \text{(2.125)}$$

true and all $J$– and $K$–invariants can vanish even though there is physical CP violation. CP–odd invariants sensitive to the corresponding CP phases are, for example, Tr $[(A^e Y^{e\dagger})^n - \text{h.c.}]$. 

Table 2.2: The minimal set of Hermitian flavor objects in the low energy theory.
where $\Delta_{21} = (m_{\mu}^2 - m_{e}^2)$, $\Delta_{32} = (m_{\tau}^2 - m_{e}^2)$ and $\Delta_{31} = (m_{\tau}^2 - m_{\mu}^2)$ and $\Delta m_{21}^2 = (m_{e}^2 - m_{\mu}^2)$. $J_{CP}$ is imaginary part of the product of 4 leptonic mixing matrix elements,

$$J_{CP} = \text{Im}[U_{11}U_{22}U_{12}^*U_{21}^*].$$

(2.126)

It can be expressed in terms of physical observables,

$$J_{CP} = \frac{1}{8} \sin[2\theta_{12}] \sin[2\theta_{13}] \sin[2\theta_{23}] \cos[\theta_{13}] \sin \delta.$$  

(2.127)

$\theta_{ij}$, $\delta$, denote the mixing angles and the Dirac CP phase, respectively. CP effects can be measured in the difference of the CP-conjugated neutrino oscillation probabilities,

$$P(\nu_e \rightarrow \nu_\mu) - P(\bar{\nu}_e \rightarrow \bar{\nu}_\mu).$$

(2.128)

The same invariant quartet also appears in Eq. (2.128). Thus both quantities are related. The explicit relation between the weak basis invariant and the CP violating process (2.128) can be found in [67]. The vanishing of the weak basis invariant provides the necessary and sufficient condition for observing (2.128).

In seesaw models, the baryon asymmetry is produced by the out of equilibrium decays of the right–handed neutrinos, provided the CP asymmetry is large enough. The CP violating asymmetry is given by,

$$\epsilon_1 = \frac{\Gamma_1 - \bar{\Gamma}_1}{\Gamma_1 + \bar{\Gamma}_1}.$$  

(2.129)

$\Gamma_1$ and $\bar{\Gamma}_1$ are the decay rate of the lightest right–handed neutrino and the decay rate into CP conjugate particles, respectively. Ref. [66] related the CP asymmetry with a CP–odd weak basis invariant, provided the right handed neutrino masses are hierarchically ordered. Since a weak basis invariant can be expressed either in terms of left–handed or right–handed quantities, the CP asymmetry can be related to the phases arising in the PMNS matrix.

In the following, the neutralino induced electron electric dipole moment (EDM) (see [68] for recent analyses) is related to a ”supersymmetric” weak basis invariant. In generic SUSY models, the EDM is often expressed in terms of the “mass insertion” $(\delta_{LR}^e)_{11}$ [69],

$$\Delta d_e \propto \text{Im}(\delta_{LR}^e)_{11},$$  

(2.130)

with

$$(\delta_{LR}^e)_{11} \approx \frac{\langle H_1 \rangle A_{\tilde{e}1}^e}{\tilde{m}^2},$$  

(2.131)

where the $\mu$–term contribution is neglected. $\tilde{m}$ is the average slepton mass and the A–terms are calculated in the basis where the charged lepton masses are diagonal and real.

To understand the connection to CP–odd invariants, a simple form for the A–terms is assumed in this basis,

$$A^e = \begin{pmatrix} A_{\tilde{e}1} & A_{\tilde{e}2} & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}.$$  

(2.132)
Calculating the $K$–invariants with Hermitian matrices of Table 2.2, column 2, it turns out that this invariant controls the electron EDM.

$$\text{Tr } [Y^e\dagger Y^e, (Y^e\dagger A^e + \text{h.c.})] A^e\dagger A^e \propto \text{arg } (A^e_{11} Y^{e\ast}_{11}) .$$

A few comments are in order. First, the reparametrization invariant phase $\text{arg } (A^e_{11} Y^{e\ast}_{11})$ appears in the weak basis invariant. Second, this phase cannot be “picked up” by any Jarlskog–type invariant. This is because the $A$–matrix is effectively $2 \times 2$ and the CKM–type phases vanish. Finally, if $A^e_{12} = 0$, $A^e$ and $Y^e$ are diagonal simultaneously. In this (degenerate) case, the $K$–invariants vanish and CP violation comes from CP–odd invariants based on anti–hermitian objects like $\text{Tr } [(A^e Y^e\dagger)^n - \text{h.c.}].$

In general, even if all of the soft terms are real in some basis, that does not guarantee absence of dangerous SUSY contributions to EDMs. The SM flavour structures $Y^e$ and $m_{\text{eff}}$ may contain complex phases such that the reparametrization invariant phases are non–zero. In other words, $K$–invariants can be non–zero even if the soft terms are real. As a simple example, it is assumed that the soft term $A^e$ is real. However, the following invariant,

$$\text{Tr}[m_{\text{eff}} m_{\text{eff}}^\ast, Y^e Y^e\dagger] A^e A^e\dagger ,$$

is non–vanishing. This is similar to the quark sector where the CKM phase can result in large EDMs in the presence of real soft terms [70].

### 2.5 Conclusion

The generalization of the Jarlskog invariant to supersymmetric models with right–handed neutrinos has been constructed. CP violation in supersymmetric models is controlled by CP–odd invariants of the conventional Jarlskog–type (“$J$–invariants”) as well as those involving antisymmetric products of 3 Hermitian matrices (“$K$–invariants”), which cannot be expressed in terms of the former.

The presence of right–handed neutrinos brings in new features, in particular, Majorana–type CP phases in supersymmetric as well as soft terms. The corresponding CP–odd invariants are built out of Hermitian objects involving a product of 2 or 4 flavor matrices as opposed to 2 in the Dirac case. This complicates the analysis, on one hand, but allows for interesting features, on the other hand. For example, CP violation is possible even if the neutrinos are all degenerate.

There are 39 physical CP phases and corresponding CP–odd invariants which control CP violation in the lepton sector of the MSSM with right–handed neutrinos. Below the seesaw scale, the low energy theory is described by 18 CP phases which can again be linked to 18 independent CP invariants. Basis–independent conditions for CP conservation in the non–degenerate case has been formulated.

Physical observables are in general complicated functions of CP–odd invariants, which has been illustrated with an example of the electron EDM. SUSY CP violation and, in particular, dangerous EDM contributions, are possible even if the soft terms are real in some basis.
Chapter 3

A simple baryon triality model for neutrino masses

3.1 Introduction

The first experimental evidence for physics beyond the Standard Model (SM) has been found in the neutrino sector [73]. The solar and atmospheric neutrino anomalies are best explained in terms of oscillating massive neutrinos [74], as opposed to for example lepton flavour-violating interactions [75]. Assuming massive neutrinos, based on a three neutrino fit including the recent MINOS [76] and the SK-II atmospheric data [77], the corresponding neutrino mass and mixing parameters at 1σ (3σ) C.L. are [78, 79]

\[ \Delta m_{21}^2 = 7.9^{+0.27}_{-0.28} \left( \begin{array}{c} +1.1 \\ -0.89 \end{array} \right) \times 10^{-5} \text{eV}^2, \] (3.1)

\[ |\Delta m_{31}^2| = 2.6 \pm 0.2 (0.6) \times 10^{-3} \text{eV}^2, \] (3.2)

\[ \theta_{12} = 33.7 \pm 1.3 \left( \begin{array}{c} +4.3 \\ -3.5 \end{array} \right), \] (3.3)

\[ \theta_{23} = 43.3 \pm 4.3 \left( \begin{array}{c} +9.8 \\ -8.8 \end{array} \right), \] (3.4)

\[ \theta_{13} = 0^{+5.2}_{-0.0} \left( \begin{array}{c} +11.5 \\ -0.0 \end{array} \right). \] (3.5)

The angles are given in degrees. The most widely discussed extensions of the SM to include massive neutrinos involve the see-saw mechanism [80]. These require right-handed neutrinos, as well as a new, typically very large Majorana mass-scale. The see-saw mechanism can also be incorporated into the minimal supersymmetric SM (MSSM) [81], now requiring right-handed neutrino superfields, as well as the additional high mass scale.

However, within supersymmetry there is a simpler possibility to include massive neutrinos, namely via renormalizable lepton-number violating terms, \( W_{\bar{E}} \), in the superpotential [82],

\[ W_{\bar{E}} = \lambda_{ijk} \tilde{L}_i \tilde{L}_j \tilde{E}_k + \lambda'_{ijk} \tilde{L}_i \tilde{L}_j \tilde{D}_k + \kappa_i \tilde{L}_i \tilde{H}_u, \] (3.6)
For later use, the superpotential terms involving the down-like Higgs superfield are also included. The terms in $W_E$, violate $R$-parity (a $Z_2$-symmetry) as well as proton hexality [64, 84] (a $Z_6$-symmetry), but conserve baryon triality ($B_3$, a $Z_3$-symmetry, sometimes also misleadingly called baryon parity) [85, 31, 86]. The Majorana neutrino masses are generated via tree-level mixing with the neutralinos, as well as via radiative corrections [82, 87, 88, 89, 90, 91, 92]. There is an implicit see-saw mechanism in the neutralino-neutrino sector: $\kappa_i^2 / M_{1/2}$, but with a much smaller hierarchy of mass scales. Furthermore, no new fields or mass scales are required.

Within a baryon triality supergravity model the largest neutrino mass is naturally small [83]. For universal soft breaking terms, the mixing, $\kappa_i$, with the neutralinos is zero at the unification scale. It is subsequently generated at the order of a few MeV via renormalization group equations. It is thus proportional to the product of a (small) down-like Higgs Yukawa coupling (for example of the bottom quark or the tau lepton), a (small) baryon triality coupling and the Higgs mixing parameter $\mu$ [93, 94, 95, 83]. The lighter neutrino masses are generated via radiative corrections, and are naturally further suppressed.

There are $9 + 27 + 3 = 39$ lepton-number violating (complex) parameters in the superpotential $W_E$. There are also 39 corresponding soft-supersymmetry breaking parameters, which in principle are independent, but are usually related to those of $W_E$ via universal soft-supersymmetry breaking [96]. In a top-down approach, e.g. based on the Froggatt-Nielsen mechanism [97], one can attempt to predict the order of magnitude of all superpotential parameters, i.e. $W_E$, together with the Higgs Yukawa couplings, based on a spontaneously broken gauge symmetry, Ref. [98, 99] and references therein. See also Refs. [91, 100, 92, 101].

A baryon triality model of neutrino masses is proposed instead, based on a simple phenomenological ansatz [71], which relates the Higgs superpotential parameters to those that violate lepton-number. The justification for this is that the down-like Higgs doublet superfield and the lepton-doublet superfields have identical Standard Model gauge quantum numbers. No assumption are made about the possible underlying theory at the unification scale. This ansatz dramatically reduces the number of free parameters. If experimentally confirmed it would give a clear indication on how to construct the more fundamental unified theory.

In the literature there are other simple ans"atze [102, 103, 104], the most common and also the most similar to the ansatz, used in this chapter, is pure bi-linear lepton-number violation, i.e. $\lambda_{ijk} = \lambda'_{ijk} = 0$, and $\kappa_i \neq 0$. For this there is an extensive literature, see for example [91, 87, 88, 100, 105, 106] and references therein. It is discussed how the simple baryon trilinear model differs from the bi-linear case in Sect. 3.3.

A special feature of baryon triality models for the neutrino masses, is that they lead to other observable effects at colliders and can thus be tested [107, 108, 104, 109, 110, 111, 112, 113, 114, 115, 116, 117, 118, 119, 120, 121, 122]. In the case of pure tri-linear couplings ($\kappa_i = 0$), a fit to the neutrino data, Eqs. (3.1)-(3.5), leads to values in the range $\lambda_{ijk}, \lambda'_{ijk} \sim 10^{-5} - 10^{-4}$ [123, 124, 125, 126]. These couplings are very small, in particular, too small for the resonant production of supersymmetric particles [127]. However, they do lead to the decay of the lightest
supersymmetric particle in the detector, possibly with a detached vertex. This model can be confirmed by measuring the branching ratios of the various lightest supersymmetric particle (LSP) decays and thereby measuring the couplings. However, several points have been missed in the literature. In the case of a pure fit, i.e. not a model, it is possible to have larger couplings, which do not contribute to the neutrino masses, or which are not required for the fit. In this case, the LSP decay which dominates the collider signals will be completely independent of the neutrino sector. Thus pure fit models can only be tested if the neutrino mass parameters dominate the $B_3$ sector. Here a complete model is considered, where the fit to the neutrino data fixes all the $B_3$ parameters. Second, it has hitherto been assumed, that the LSP is the lightest neutralino. Here a scalar tau LSP \cite{83, 128} is considered.

The analysis is structured as follows: In Sect. 3.2, the model is presented in detail. Then the neutrino masses in baryon triality models is briefly reviewed, Sect. 3.4. In Sect. 3.5, the values of the free parameters are estimated which result in acceptable neutrino masses. In Sect. 3.6, the new parameters are numerically evaluated in the model, such that the neutrino masses and mixing angles fall in the required experimental ranges, cf Eqs. (3.1)-(3.5). In order to obtain at least two non-vanishing neutrino masses, at least two lepton numbers must be violated. This typically leads to significantly stricter bounds on the products of couplings \cite{129, 130, 131, 132}. In Sect. 3.7, it is investigated, whether the model is consistent with these bounds. In Sect. 3.8, possible future tests of the ansatz at colliders are discussed, in particular the LHC. In Sect. 3.9 the conclusion is given.

### 3.2 Simple $B_3$-model

In the MSSM, the lepton doublet superfields $\hat{L}_i$ and the down-type Higgs superfield $\hat{H}_d$ have the same gauge quantum numbers. They are distinguished through a discrete symmetry: lepton number. However, in the case of baryon triality, lepton number is violated and not well defined. In the most general baryon triality superpotential with the MSSM superfields, $\hat{H}_d$ and $\hat{L}_i$ have exactly corresponding terms in the superpotential, as can be seen in Eqs. (3.6) and (3.7). Due to this correspondence the following simple ansatz is motivated for the Yukawa coupling constants

\begin{align}
\lambda_{ijk} & \equiv \ell_i \cdot h^E_{jk} - \ell_j \cdot h^E_{ik}, \\
\lambda'_{ijk} & \equiv \ell'_i \cdot h^D_{jk}, \\
\kappa_i & \equiv c_i \cdot \mu.
\end{align}

Here, $\ell_i, \ell'_i$ are $c$-numbers. Eq. (3.8) has the required form to maintain the anti-symmetry of the $\lambda_{ijk}$ in the first two indices. The ansatz for the dimensionful mixing terms, Eq. (3.10), is no simplification and the $\kappa_i$ are taken as free parameters. Given the ansatz of Eqs. (3.8), (3.9), and assuming the Higgs-Yukawa coupling constants are known (leading to the SM fermion mass matrices), then the 36 couplings $\lambda_{ijk}, \lambda'_{ijk}$, are parameterized in terms of the six numbers $\ell_i, \ell'_i$.

Since $\hat{L}_i$ and $\hat{H}_d$ have the same gauge quantum numbers, the ansatz in Eqs. (3.8), (3.9) is given in the $SU(2) \times U(1)$ current-eigenstate basis. Thus when computing neutrino masses and comparing the required Yukawa coupling constants to low-energy bounds, one must rotate to
the mass-eigenstate basis \[157, 133\]. This requires a bi-unitary transformation in generation space. The transformation of the left-handed and right-handed fermions (not superfields) are given by

\[
e_L = V_e e_L', \quad d_L = V_d d_L', \quad u_L = V_u u_L',
\]

\[
e_R = U_e e_R', \quad d_R = U_d d_R', \quad u_R = U_u u_R',
\]

(3.11)

where \(V_{e,d,u}, U_{e,d,u}\) are 3 \(\times\) 3 matrices in generation space and the prime denotes the mass-eigenstates. The charged lepton and quark states are combined into three-component vectors in generation space, e.g. \(e_L \equiv (e_L, \mu_L, \tau_L)\). The sfermion partners are rotated by the same matrices in flavor space. By construction, these transformations diagonalize the SM Yukawa coupling matrices

\[
U_e^\dagger \cdot (h^E)^T \cdot V_e = \frac{\sqrt{2}}{v_d} \text{diag}(m_e, m_\mu, m_\tau),
\]

\[
U_d^\dagger \cdot (h^D)^T \cdot V_d = \frac{\sqrt{2}}{v_d} \text{diag}(m_d, m_s, m_b),
\]

\[
U_u^\dagger \cdot (h^U)^T \cdot V_u = \frac{\sqrt{2}}{v_u} \text{diag}(m_u, m_c, m_t),
\]

(3.13)

where the normalization of the Higgs vacuum expectation value is \(v = \sqrt{|v_u|^2 + |v_d|^2} = 246\) GeV and \(\tan \beta \equiv v_u/v_d\).

In the following, it is assumed that the charged lepton mass- and weak-eigenstates are the same. The corresponding charged lepton rotation matrices are then given by \(V_e = U_e = \mathbb{1}\). Thus in this simple ansatz, in the leptonic sector the mixing takes place entirely in the neutrino sector, cf. the discussion in Refs. [131, 133]. Using Eqs. (3.8), and (3.13), the \(\hat{L}\hat{L}\hat{E}\) couplings can then be expressed in terms of the lepton masses and the three parameters \(\ell_i\)

\[
\lambda_{ijk} = \ell_i \frac{\sqrt{2} m_{e_j}^\dagger}{v_d} \delta_{jk} - \ell_j \frac{\sqrt{2} m_{e_i}^\dagger}{v_d} \delta_{ik},
\]

(3.16)

where \(m_{e_j} \equiv (m_e, m_\mu, m_\tau)^j\). Explicitly the couplings are given in Table 3.1, as a function of the free parameters \(\ell_i\). As an example, the numerical coefficients are also given in the case where \(\tan \beta = 10\), which fixes \(v_d = 24.5\) GeV. Overall, of course, all couplings are proportional to the free parameters \(\ell_i\).

There are some very specific predictions for the \(\hat{L}\hat{L}\hat{E}\) couplings in the model.

\[
\lambda_{123} = \lambda_{132} = \lambda_{231} = 0
\]

(3.17)

\[
\frac{\lambda_{121}}{\lambda_{233}} = \frac{m_e}{m_\tau}, \quad \frac{\lambda_{122}}{\lambda_{133}} = \frac{m_\mu}{m_\tau}, \quad \frac{\lambda_{131}}{\lambda_{232}} = \frac{m_e}{m_\mu}.
\]

(3.18)
Besides the vanishing couplings, the couplings satisfy the strict constraints

\[
\begin{align*}
\lambda_{121} &< 2.0 \cdot 10^{-5} \frac{m_{\tilde{\tau}_R}}{100 \text{ GeV}}, \\
\lambda_{122} &< 3.6 \cdot 10^{-4} \sqrt{\frac{m_{\tilde{\tau}}}{100 \text{ GeV}}}, \\
\lambda_{131} &< 3.4 \cdot 10^{-4} \frac{m_{\tilde{\mu}_R}}{100 \text{ GeV}},
\end{align*}
\]

where the low-energy bounds are implemented in [131] for \( \lambda_{133}, \lambda_{233}, \lambda_{232} \) and inserted the PDG lepton masses [134].

Throughout the model is considered only at the weak scale. In principle it should be embedded in a unified model at the grand unified scale or above [99, 98]. In that case, the predictions in Eqs. (3.17), (3.18) would be modified by renormalization group effects. In particular the couplings in Eq. (3.17) would get non-zero contributions [95], which however are extremely small, as they are proportional to the product of three non-zero \( \hat{L}\hat{L}\hat{E} \) couplings.

When expanding the \( \hat{L}\hat{L}\hat{E} \) term in the Lagrangian into its mass-eigenstate components, one obtains (summation over generation indices implied)

\[
\mathcal{L}_{LLE} = \left[ -\lambda_{ijk} \bar{e}_R^k \nu_i \nu_j P_L e^j - \lambda_{ijk} e_i^j \bar{e}^k P_L \nu^j \right.
\]

\[
\left. -\lambda_{ijk} \bar{\nu}_L^i \nu_j P_L e^j \right] + h.c. .
\]

Next the \( \hat{L}\hat{Q}\hat{D} \) term is considered in the Lagrangian. Expanding out the \( SU(2)_L \) doublet superfields, one obtains

\[
\mathcal{L}_{LQD} = \lambda'_{ijk} N_{Li} D_{Lj} \bar{D}_{Rk} - \lambda'_{ijk} E_{Li} U_{Lj} \bar{D}_{Rk}.
\]
Rotating the quark superfields in the first term into the superfield basis where the quarks are in the mass-eigenstate and using Eqs. (3.9) and (3.13) one obtains

\[
\begin{align*}
\lambda'_{ijk} N_{Li} D_{Lj} D_{Rk} &= \lambda'_{ijk} [U_d^\dagger]_{rk} [V_d]_{js} N_{Li} D_{Ls} D'_{Rr} \\
&= \ell'_{i} [U_d^\dagger (h^D)^T V_d]_{rs} N_{Li} D'_{Ls} D'_{Rr} \\
&= \frac{\sqrt{2} \ell'_{i}}{v_d} m_{d^r} \delta_{rs} N_{Li} D'_{Ls} D'_{Rr}.
\end{align*}
\]

(3.24)

For the second term in Eq.(3.23), one obtains analogously

\[
\begin{align*}
\lambda'_{ijk} E_{Li} U_{Lj} D_{Rk} &= \ell'_{i} [U_d^\dagger (h^D)^T V_d]_{rt} [V_d^\dagger V_u]_{ts} E'_{Li} U'_{Ls} D'_{Rr} \\
&= \frac{\sqrt{2} \ell'_{i}}{v_d} m_{d^r} [V^\dagger]_{sr} E'_{Li} U'_{Ls} D'_{Rr}.
\end{align*}
\]

(3.25)

where \( V_{CKM} = V_u^\dagger V_d \) is the Cabibbo-Kobayashi-Maskawa matrix. Combining Eqs. (3.24) and (3.25), one can then write the Lagrangian for the \( \hat{L} \hat{Q} \hat{D} \) interactions in the mass-eigenstate basis and expanded in superfield components

\[
\mathcal{L}_{LQD} = \left[ -\lambda'_{ijk} \left( \bar{\nu}_{L} \bar{d}^{i} P^{L} d^{k} + \bar{d}_{L}^{i} d^{k} P^{L} \nu^{i} + \bar{u}_{R}^{r} \bar{e}^{i} P^{L} u^{r} + \bar{u}_{L}^{r} \bar{e}^{i} P^{L} u^{r} \right) \right] + \lambda'_{ijk} V_{rs}^{\dagger} \left( \bar{e}_{L}^{i} d^{k} P^{L} e^{i} + \bar{d}_{L}^{k} d^{k} P^{L} \nu^{i} + \bar{e}_{R}^{i} \bar{e}^{i} P^{L} u^{r} \right) + h.c.
\]

(3.26)

with the coupling defined by

\[
\tilde{\lambda}'_{ijk} \equiv \ell'_{i} \frac{\sqrt{2} m_{d^k}}{v_d} \delta_{jk}.
\]

(3.27)

Following notation is introduced

\[
\tilde{\lambda}'_{ijk} \equiv \ell'_{i} \frac{\sqrt{2} m_{d^k}}{v_d} [V]_{jk}.
\]

(3.28)

Note that the (s)neutrino interactions are flavor diagonal in the down-(s)quarks, whereas the charged (s)lepton interactions involve generation off-diagonal (s)quark interactions [133].

The flavor violation is suppressed by small Yukawa couplings and moreover, the charged currents are suppressed by the CKM–matrix [86].

An estimate of the couplings \( \tilde{\lambda}' \) and \( \check{\lambda}' \) has been given, modulo the \( \ell_i \) in Table 3.2. It is again assumed \( \tan \beta = 10 \). Furthermore, the central PDG values for the quark masses are

\footnote{The primes, denoting the mass-eigenstates, are omitted in the following.}
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Table 3.2: Predictions for the \( LQD \) in the ansatz as a function of the free parameters \( \ell'_i \). In the right column it is assumed \( \tan \beta = 10 \).

<table>
<thead>
<tr>
<th>Index</th>
<th>( \tilde{\lambda}'/\ell'_i )</th>
<th>( \tilde{\lambda}'/\ell'_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(i11)</td>
<td>( 3.5 \cdot 10^{-4} )</td>
<td>( 3.4 \cdot 10^{-4} )</td>
</tr>
<tr>
<td>(i12)</td>
<td>0</td>
<td>( 1.4 \cdot 10^{-3} )</td>
</tr>
<tr>
<td>(i13)</td>
<td>0</td>
<td>( 9.7 \cdot 10^{-4} )</td>
</tr>
<tr>
<td>(i21)</td>
<td>0</td>
<td>( 8.0 \cdot 10^{-5} )</td>
</tr>
<tr>
<td>(i22)</td>
<td>( 6.0 \cdot 10^{-3} )</td>
<td>( 5.8 \cdot 10^{-3} )</td>
</tr>
<tr>
<td>(i23)</td>
<td>0</td>
<td>( 1.0 \cdot 10^{-2} )</td>
</tr>
<tr>
<td>(i31)</td>
<td>0</td>
<td>( 2.8 \cdot 10^{-6} )</td>
</tr>
<tr>
<td>(i32)</td>
<td>0</td>
<td>( 2.5 \cdot 10^{-4} )</td>
</tr>
<tr>
<td>(i33)</td>
<td>0.24</td>
<td>0.24</td>
</tr>
</tbody>
</table>

As can be seen from Table 3.2, there are also simple predictions for the \( \tilde{\lambda}' \) couplings in terms of quark masses and \( V_{CKM} \) entries and independent of \( \tan \beta \),

\[
\frac{\tilde{\lambda}'_{ijl}}{\tilde{\lambda}'_{ijl}} = \frac{m_d}{m_d} V_{jk} = \frac{m_d}{m_d} V_{lk}
\]

(3.30)

Eqs. (3.16), (3.27) (3.28) can be used to translate between the parameters \( \ell_i, \ell'_i \) and the \( B_3 \) couplings, where in the latter case, care must be taken to include the CKM-mixing for the charged (s)lepton interactions.

It is investigated whether with this reduced freedom in the \( B_3 \) sector, one can still obtain neutrino masses and mixings, which are, first of all, consistent with Eqs. (3.1)-(3.5) and second, where the resulting coupling constants are consistent with the existing low-energy bounds. In Sect. 3.8, the possible observable consequences of the absolute values of the couplings as well as of the relative values are studied.

3.3 Other ansätze

In Ref. [103, 104, 119] the hierarchy in the SM Higgs Yukawa couplings was taken to motivate a similar hierarchy in the \( LQD \) (and separately in the \( LLE \) couplings). The authors restrict themselves to the couplings \( \lambda'_{33} \) and \( \lambda_{33} \). Here this interesting work is extended in several
respects. The most recent neutrino data are included in the fit; Eqs. (3.1)-(3.5). Furthermore, the CKM mixing in the ansatz are included, thus having a prediction for the full range of the couplings. This is particularly important for the observable consequences of the model, i.e. the LSP decays. Combined fits including all the couplings are done, i.e. the $\lambda$ and the $\lambda'$ couplings and also the $\kappa_i$, the Models I and II below in Sect 3.6.

The most widely considered simple ansatz are B$_3$ models, where $\lambda_{ijk} = \lambda'_{ijk} = 0$ and $\kappa_i \neq 0$, often denoted bi-linear R-parity violation. This clearly has only three free parameters compared to the six or nine, in the models, used in this work. In order to compare the two ansätze in more detail, the fields are combined $L = (L_0, L_i) = (H_d, L_i)$, where $\alpha = 0, \ldots, 3$ and $i = 1, 2, 3$. The bi-linear R-parity violating superpotential is then

$$ W = h^E_{ij} L_i L_0 E_j + h^D_{ij} Q_i L_0 D_j + \mu L_0 H_u + \kappa_i L_i H_u , \quad (3.31) $$

Following field redefinition can be made

$$ L \rightarrow L' = R L , \quad (3.32) $$

such that the bi-linear lepton-number violating terms are eliminated from the superpotential. The explicit form for $R$ is given in Ref. [83, 98, 88]. One then obtains the superpotential

$$ \tilde{W} = h^E_{ij} [R]_{i\alpha} [R]_{0\beta} L_\alpha L_\beta E_j + h^D_{ij} [R]_{i0} Q_i L_\alpha D_j + \tilde{\mu} L_0 H_u . \quad (3.33) $$

The transformed parameters (denoted by a tilde) are then given by

$$ \tilde{\mu} = \mu [R]_{00} + \kappa_i [R]_{i0} \quad (3.34) $$

$$ \tilde{h}^D_{ij} = h^D_{ij} [R]_{00} \quad (3.35) $$

$$ \tilde{h}^E_{ij} = h^E_{ij} \left\{ [R]_{li} [R]_{00} - [R]_{i0} [R]_{0i} \right\} \quad (3.36) $$

$$ \tilde{\lambda}'_{ijk} = h^D_{jk} [R]_{i0} = \left[ \frac{[R]_{i0}}{[R]_{00}} \right] h^D_{jk} \quad (3.37) $$

$$ \tilde{\lambda}_{ijk} = h^E_{ik} \left\{ [R]_{ij} [R]_{0i} - [R]_{li} [R]_{0j} \right\} = \left[ R \right]_{0i} \left( \tilde{h}^E_{ik} [R]_{lj} \right) - \left[ R \right]_{0j} \left( \tilde{h}^E_{lk} [R]_{ij} \right) . \quad (3.38) $$

In the last equation the parentheses are included to emphasize the sum over $l$. Note that not only are the tri-linear couplings $\lambda_{ijk}$, $\lambda'_{ijk}$ generated, but also the Higgs Yukawa couplings are modified

$$ h^E_{ij} \rightarrow \tilde{h}^E_{ij} . \quad (3.39) $$

From Eq. (3.37) one can see that

$$ \lambda'_{ijk} = \ell'_i \tilde{h}^D_{jk} , \quad \text{with} \quad \ell'_i = \frac{[R]_{i0}}{[R]_{00}} = \frac{\kappa_i}{\mu} . \quad (3.40) $$
In the last equation, the explicit form of the matrix is employed \( R \). Next it will be shown that
\[ \tilde{\lambda}_{ijk} = \ell_i \tilde{h}_{jk}^E - \ell_j \tilde{h}_{ik}^E. \] (3.41)

For this \( \tilde{h}^E \) from Eq. (3.36) is inserted and factor \( \ell_{i,j} \)
\[ \tilde{\lambda}_{ijk} = \ell_j [R]_{0i} \left( h_{ik}^E [R]_{lj} \right) - \ell_i [R]_{00} \left( h_{ik}^E [R]_{lj} \right) + \ell_j [R]_{0i} \left( h_{ik}^E [R]_{lj} \right) - \ell_i [R]_{0j} \left( h_{ik}^E [R]_{lj} \right). \] (3.42)

If one now sets
\[ \ell_i = [R]_{0i} \] and \[ \ell_j = [R]_{0j}, \] (3.43)
the last two terms in Eq. (3.42) cancel and the first two terms agree with Eq. (3.38). In particular, one can see that \( B_3 \) models with only bi-linear terms are a special case of the simple ansatz with \( \ell_i = \ell'_i \).

### 3.4 \( B_3 \) neutrino masses

The general, lepton number violating superpotential in a \( B_3 \)-model is given in Eq.(3.6). As stated in the introduction, due to the \( \kappa_i \), the neutrinos mix with the Higgsino components of the neutralinos, resulting in one massive neutrino at tree-level. The mass matrix, with rows and columns corresponding to \( \{ \tilde{B}, \tilde{W}^3, \tilde{h}_u, \tilde{h}_d, \nu_1, \nu_2, \nu_3 \} \), is given by\(^2\)
\[
M_{\tilde{\nu}} = \begin{pmatrix}
M_1 & 0 & m_Z s_{3\beta} s_W & -m_Z c_{3\beta} s_W & 0 & 0 & 0 \\
0 & M_2 & -m_Z s_{3\beta} c_W & m_Z c_{3\beta} c_W & 0 & 0 & 0 \\
m_Z s_{3\beta} s_W & -m_Z s_{3\beta} c_W & 0 & -\mu & -\kappa_1 & -\kappa_2 & -\kappa_3 \\
-m_Z c_{3\beta} s_W & m_Z c_{3\beta} c_W & -\mu & 0 & 0 & 0 & 0 \\
0 & 0 & -\kappa_1 & 0 & 0 & 0 & 0 \\
0 & 0 & -\kappa_2 & 0 & 0 & 0 & 0 \\
0 & 0 & -\kappa_3 & 0 & 0 & 0 & 0
\end{pmatrix},
\] (3.44)

\(^2\)As in [89], it is assumed that here a rotation into the basis where the sneutrino vacuum expectation values vanish. In principle this requires a detailed minimization of the scalar potential as discussed for example in Ref. [91, 87, 83].
The resulting mass matrix is perturbatively given by \([89, 90, 135]\)

\[
(m^\text{tree})_{ij} = \frac{m_Z^2 M_2 \cos^2 \beta}{\mu (m_Z^2 M_2 - M_2 M_\mu)} \kappa_i \kappa_j, \\
\equiv C^\mu_{\text{S}} \kappa_i \kappa_j.
\] (3.45)

Here \(m_Z\) and \(M_{1,2}\) denote the mass of the \(Z^0\) gauge boson and the soft supersymmetry breaking, electroweak gaugino mass parameters, respectively. The photino mass is given by \(M_\gamma \equiv M_1 \cos^2 \theta_W + M_2 \sin^2 \theta_W\), where \(\theta_W\) is the electroweak mixing angle. \(\overline{\mu} \equiv \sqrt{\mu^2 + \sum_i |\kappa_i|^2}\). One will see below that \(\sum_i |\kappa_i|^2 = \mathcal{O}(1 \text{ MeV}^2)\) and thus to a high precision \(\overline{\mu} \approx \mu\) \([93, 89, 83]\). For later convenience, the constant \(C^\mu_{\text{S}}\) is introduced to summarize the dependence on the supersymmetric parameters.

Within \(B_3\)-supersymmetry, the other two neutrinos obtain masses through radiative corrections from both the bi-linear \([87, 88]\) and the tri-linear terms in the superpotential \([89, 90]\). In the following, the focus is on the radiative corrections due to the tri-linear terms, since it is expected that these to dominate for small \(\kappa_i\) \([83]\), however realistic neutrino mass models based only on bi-linear terms have been constructed \([91, 87, 88]\).

There are two distinct radiative contributions to the neutrino masses from the tri-linear couplings for which the Feynman diagrams are shown in Fig. (3.1). One is proportional to \(\lambda'_{ikt}\lambda'_{j\ell k}\), where a squark and a quark propagate in the loop. A second is given by a slepton-lepton loop, and is proportional to \(\lambda_{ikt}\lambda_{j\ell k}\). For the squark-quark loop, the bottom-sbottom contribution dominates \((k = \ell = 3)\), since for the down-like quark masses \(m_b^2 \gg m_s^2, m_d^2\). This results in the mass matrix

\[
(m_d^d)_{ij} \approx \frac{2 N_c \lambda'_{333} \lambda'_{j33}}{16 \pi^2 m_b^2 A_b} f(x_b) \frac{M_b^2}{M_{b^0}^2},
\] (3.46)

where \(N_c = 3\) is the colour factor and

\[
f(x_b) \equiv \frac{x_b \ln x_b}{x_b - 1}, \quad \text{with} \quad x_b = \left(\frac{M_{b^0}}{M_{b_1}}\right)^2.
\] (3.47)

\(M_{b_s}, s = 1, 2,\) denote the sbottom mass-eigenstates, where \(M_{b_1} < M_{b_2}\). \(A_b \equiv A_b^0 - \overline{\mu} \tan \beta\), where \(A_b^0\) is the tri-linear soft-supersymmetry breaking bottom coupling. \(i, j = 1, 2, 3\) are generation indices. In calculating explicit values for Eq. (3.46), the mixing of the left and right handed bottom squarks is taken into account but generation mixing is neglected due to the strict constraints from flavor changing neutral currents. For later numerical estimates, it is found that

\[
f(1) = 1, \quad f(100) \approx 4.65,
\] (3.48)

where the latter value corresponds to the fairly extreme value of \(M_{b_2} = 10 \cdot M_{b_1}\). Note, there are no neutrino mass contributions proportional to \(m_{\mu} m_{\tau}\). The subleading contribution is proportional to \(\lambda'_{ij2} \lambda'_{j22} m_{\mu}^2\). This could in principle be dominant for \(\lambda'_{ij2} > (m_{\mu}/m_{\tau}) \lambda'_{333} \approx \)

\[\text{The extra factor of two arises from two distinct contributions to the mass which are equal for } k = \ell [90].\]
However due to the relation Eq. (3.27), this is not possible in the simple ansatz, cf Table 3.2.

The contribution from the slepton-lepton loop is analogously given by ($N_c = 1$)

$$(m_\nu^e)_{ij} \approx \frac{\lambda_{33} \lambda_{j33} m_\tau^2 A_\tau}{8\pi^2 M_{\tilde{\tau}_2}^2} f(x_\tau) .$$

(3.49)

Here $m_\tau$ is the tau mass and $x_\tau = (M_{\tilde{\tau}_2}/M_{\tilde{\tau}_1})^2$, $M_{\tilde{\tau}_1} < M_{\tilde{\tau}_2}$ are the stau masses. $A_\tau \equiv A_\tau^0 - \bar{\mu} \tan \beta$, where $A_\tau^0$ is the trilinear soft breaking term for the $\tau$. Since $\lambda_{ijk}$ is antisymmetric in the first two indices, one must restrict the indices $i, j = 1, 2$ in Eq. (3.49). For $i = j = 3$ the leading contribution\(^4\) is from the smuon-muon loop, proportional to $\lambda_{322}^2 m_\mu^2$.

At any given energy scale, the mass parameters $\kappa_i$ in Eq. (3.6) can be rotated away [136]. Depending on the scale and mechanism of supersymmetry breaking, the corresponding soft supersymmetry breaking terms will then also vanish [83]. When this occurs, there is pure tri-linear $B_3$-models, which have been widely discussed in the literature. The leading neutrino mass contributions must then arise solely from the above loop-diagrams. In the following, thus two models embedded in the simple ansatz are discussed. In Model I, the case of pure tri-linear interactions is considered, i.e. $\kappa_i = 0$. The neutrino masses are then solely given through the combined loop contributions in Eqs. (3.46) and (3.49). In Model II, the more general case with $\kappa_i \neq 0$, as well as $\lambda, \lambda' \neq 0$ is considered. In this case, either the complete Majorana neutrino mass matrix is given by the sum of all three contributions, Eqs. (3.45), (3.46) and (3.49) or one of the loop contributions is absent. In both models, the neutrino masses and mixing angles are then obtained upon diagonalization.

In the following, first the resulting neutrino masses in both Models I and II are estimated and then the masses and mixing angles are determined by numerically diagonalising the complete mass matrix.

### 3.5 Neutrino masses from the simple $B_3$–model

The simple ansatz is inserted into the neutrino mass formulae above and give an estimate for the $\ell_i, \ell_j$. The tree-level contribution, Eq. (3.45), is unchanged. The one-loop contributions, Eqs. (3.46) and (3.49), are given by

$$(M_\nu^d)_{ij} \approx \frac{3\ell_i \ell_j}{4\pi^2} \frac{m_\nu^4}{v_d^2} A_0 C_0 ,$$

(3.50)

$$(M_\nu^e)_{ij} \approx \frac{\ell_i \ell_j m_\tau^4}{4\pi^2} \frac{A_\tau}{v_d^2} \frac{f(x_\tau)}{M_{\tilde{\tau}_2}^2} \equiv \ell_i \ell_j C_\tau ,$$

(3.51)

\(^4\)In principle, one could also have a contribution proportional to $\lambda_{22} \lambda_{22} m_\mu^2 \propto \ell_3^2 m_\mu^4/v_d^2$. This can be large since $\ell_3$ is a free parameter in the ansatz. However, in order to have a comparable contribution, one must have $\ell_3 \approx (m_\tau/m_\mu)^2 \approx 300$. Comparing with Table 3.1, one sees that the resulting $\lambda_{232}$ typically violates the low-energy experimental bounds [131].
where in the last equation \(i, j \neq 3\). For later convenience the constants \(C_{b, \tau}\) are introduced. In order to estimate the order of magnitude of the \(\ell_i \ell_j, \ell'_i \ell'_j\), hierarchical neutrino masses are assumed. In Model I, the neutrino masses are generated alone from the loop corrections and the mass matrix is then

\[
[M_\nu]_{ij} = \ell_i \ell_j C_\tau + 3 \ell'_i \ell'_j C_b,
\]

(3.52)

which results in two massive neutrinos, since \(i, j \neq 3\) for \(C_\tau\). One can obtain a third massive neutrino if the subleading term proportional to \(\ell_i \ell_j C_\mu\) are included, for which there is a contribution for \(i, j = 3\).

In order to obtain an estimate, \(\tan \beta = 10\) is set and \(A_0^b = A_0^\tau = M_{b, \tau} = m_{\text{soft}} = 100\,\text{GeV}\) is assumed, which results in \(f(x) \to 1\). One then has \(C_b \approx 130\,\text{keV}\) and \(C_\tau = 4.1\,\text{keV}\). The heaviest neutrino is in agreement with the atmospheric neutrino anomaly, Eq. (3.1), for

\[
\begin{align*}
\ell &\approx 3.5 \cdot 10^{-3}, \quad \text{or} \quad \ell' \approx 3.6 \cdot 10^{-4}, \quad (3.53) \\
\lambda_{33} &\approx 3.6 \cdot 10^{-4}, \quad \text{or} \quad \lambda'_{33} \approx 8.7 \cdot 10^{-5}. \quad (3.54)
\end{align*}
\]

Correspondingly, the mass required by the solar neutrino anomaly is generated by the other term. One obtains \(m_\nu \approx 0.01\,\text{eV}\), for

\[
\begin{align*}
\ell &\approx 1.6 \cdot 10^{-3}, \quad \text{or} \quad \ell' \approx 1.6 \cdot 10^{-4}, \quad (3.55) \\
\lambda_{33} &\approx 1.6 \cdot 10^{-4}, \quad \text{or} \quad \lambda'_{33} \approx 3.9 \cdot 10^{-5}. \quad (3.56)
\end{align*}
\]

For both the atmospheric and solar anomalies Eqs. (3.16) and (3.27) has been used to translate back to the corresponding values for \(\lambda_{33}\) and \(\lambda'_{33}\).

In Model II, the largest neutrino mass is generated by the tree-level contribution. Taking the trace of Eq. (3.45), and assuming \(M_1 = M_2 = \mu = m_{\text{soft}}\), one has approximately

\[
m_\nu \approx \frac{m_2^2 \cos^2 \beta \sum_i \kappa_i^2}{m_3^3 \text{soft}}. \quad (3.57)
\]

From Eq. (3.1), one then obtains [93]

\[
\sqrt{\sum \kappa_i^2} = \mathcal{O}(1\,\text{MeV}). \quad (3.58)
\]

With the same assumptions as in Model I, the radiative contributions then generate the solar neutrino mass for the values given in Eqs. (3.55), (3.56).

### 3.6 Numerical evaluation of the neutrino masses

#### 3.6.1 General outline

Next the parameters of the simple ansatz are determined more precisely, i.e. the \(\ell_i, \ell'_i, \kappa_i\), by fitting them to the neutrino data. They in turn fix the \(B_3\) parameters. In order to learn more
about the importance of various parameters, two cases are considered. In Model I, the case of pure tri-linear terms is considered. The free parameters are

\[ \text{Model I: } \ell_i, \ell'_i. \] (3.59)

In Model II, \( \kappa_i \neq 0 \) is included; the respective free parameters are given by

\[ \text{Model II: } \kappa_i, \ell_i, \ell'_i. \] (3.60)

Clearly, Model II is the most general case.

The full neutrino mass matrix \( (M_\nu)_{ij} \) is given by the sum of Eqs. (3.45), (3.50) and (3.51), where depending on the model, the coefficient of \( C_S \) can be zero. In the case of Model I, the real symmetric mass matrix has the form of

\[ M^I_\nu = C_b \begin{pmatrix} \ell'_1 \ell'_1 & \ell'_1 \ell'_2 & \ell'_1 \ell'_3 \\ \ell'_2 \ell'_1 & \ell'_2 \ell'_2 & \ell'_2 \ell'_3 \\ \ell'_3 \ell'_1 & \ell'_3 \ell'_2 & \ell'_3 \ell'_3 \end{pmatrix} + C_\tau \begin{pmatrix} \ell_1 \ell_1 & \ell_1 \ell_2 & 0 \\ \ell_2 \ell_1 & \ell_2 \ell_2 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \] (3.61)

which is a function of five parameters. However, due to the simple form of the matrices, there are only two non-vanishing neutrino mass eigenvalues. This is sufficient to explain the atmospheric and solar neutrino anomalies. In principle, a massless lightest eigenstate can also lead to an observable effect. If both the massless and the massive, second lightest neutrino have significant electron-neutrino admixtures, then the corresponding Kurie plot will have a dip at the electron energy \( Q - m_2 \), with \( m_2 \) being the second lightest neutrino mass. The maximal electron energy however will be \( Q \), within experimental uncertainties [137]. Depending on the parameter values this could be observable by the KATRIN experiment [138].

In Model II, one obtains three non-zero neutrino masses from the real symmetric mass matrix,

\[ M^{II}_\nu = C_S \begin{pmatrix} \kappa_1 \kappa_1 & \kappa_1 \kappa_2 & \kappa_1 \kappa_3 \\ \kappa_2 \kappa_1 & \kappa_2 \kappa_2 & \kappa_2 \kappa_3 \\ \kappa_3 \kappa_1 & \kappa_3 \kappa_2 & \kappa_3 \kappa_3 \end{pmatrix} + C_b \begin{pmatrix} \ell'_1 \ell'_1 & \ell'_1 \ell'_2 & \ell'_1 \ell'_3 \\ \ell'_2 \ell'_1 & \ell'_2 \ell'_2 & \ell'_2 \ell'_3 \\ \ell'_3 \ell'_1 & \ell'_3 \ell'_2 & \ell'_3 \ell'_3 \end{pmatrix} + C_\tau \begin{pmatrix} \ell_1 \ell_1 & \ell_1 \ell_2 & 0 \\ \ell_2 \ell_1 & \ell_2 \ell_2 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \] (3.62)

which depends on 8 independent parameters.

In the numerical evaluation, the coefficients \( C_S, C_b \) and \( C_\tau \) are determined by assuming a BC1 mass spectrum [128], which has a scalar tau LSP. The resulting neutrino mass matrix \( (M_\nu)_{ij} \) is diagonalized by the orthogonal rotation matrix \( V \)

\[ V^T M_\nu V = \begin{pmatrix} m_1 & 0 & 0 \\ 0 & m_2 & 0 \\ 0 & 0 & m_3 \end{pmatrix}, \] (3.63)
where \( m_1 \leq m_2 \leq m_3 \) and \( V \) is given by the standard parameterization

\[
V = \begin{pmatrix}
c_{12}c_{13} & s_{12}c_{13} & s_{13} \\
-s_{12}c_{23} - c_{12}s_{23}s_{13} & c_{12}c_{23} - s_{12}s_{23}s_{13} & s_{23}c_{13} \\
s_{12}s_{23} - c_{12}c_{23}s_{13} & -c_{12}s_{23} - s_{12}c_{23}s_{13} & c_{23}c_{13}
\end{pmatrix},
\]

with \( c_{ij} = \cos \theta_{ij} \) and \( s_{ij} = \sin \theta_{ij} \). The complex Dirac phase \( \delta_{13} \) and the two Majorana phases \( \alpha_{1/2} \) are omitted. The experimental ranges of the masses and the mixing parameters \( \theta_{12} \) and \( \theta_{23} \) are given in Eqs. (3.1)-(3.4). In addition, the bound on the mixing angle \( \theta_{13} \) from the CHOOZ experiment Eq. (3.5) is taken into account. It is convenient in presenting the results instead of using the angles as in [78, 79], to use \( \tan^2 \theta_{12}, \tan^2 \theta_{23} \) and \( \sin^2 \theta_{13} \). The corresponding 1\( \sigma \) ranges are given by

\[
\begin{align*}
tan^2 \theta_{12} & \in [0.403, 0.490], \\
tan^2 \theta_{23} & \in [0.680, 1.20], \\
\sin^2 \theta_{13} & < 0.0082.
\end{align*}
\]

In performing the fit, \( \log_{10}(\ell_i) \) and \( \log_{10}(\ell'_j) \) are randomly sampled, thus guaranteeing that the full hierarchy of couplings is explored. Only couplings \( \ell_i, \ell'_j \geq 1 \cdot 10^{-7} \) are considered, as smaller couplings have no effect on the neutrino observables. Furthermore it is required

\[
\begin{align*}
\ell_i \ell_j \cdot C_r & \leq 0.1 \text{ eV} \\
\ell_i' \ell'_j \cdot C_b & \leq 0.1 \text{ eV} \\
\kappa_i \kappa_j \cdot C_S & \leq 0.1 \text{ eV}.
\end{align*}
\]

For given values of the parameters \( \ell_i, \ell'_j, \kappa_k \), the resulting mass matrix is computed. The numerical diagonalization of the mass matrix yields the mass eigenvalues \( m_1, m_2, m_3 \) and the orthogonal transformation matrix \( V \) and thus the mixing angles \( \theta_{12}, \theta_{23} \) and \( \theta_{13} \). Afterwards, all experimental requirements, Eqs. (3.1)-(3.5), are applied on the mass eigenvalues and on the mixing angles. Models are deleted, which do not fall within the 1\( \sigma \) ranges. Throughout a hierarchical mass spectrum is assumed. The results are summarized in Tables 3.3 and 3.4, which will be discussed in the next section.

### 3.6.2 Discussion of the results

**Model I**

In Table 3.3, the fit values for the parameters \( \ell_i, \ell'_j \) in Model I are presented. In the five columns on the right, the resulting neutrino mass and mixing parameters are included. Of the large number of solutions, only those are presented, where the parameters \( |\ell_i| \) take on extremal values. For example in the first row of Table 3.3, \( |\ell_1| \) takes on the largest value. One can now see in the five columns on the right, that \( \tan^2 \theta_{12} \) and \( \Delta m^2_{21} \), are at the upper limit of their allowed ranges, Eqs. (3.1) and (3.65), respectively. This is as one would expect from
Table 3.3: Explicit solutions for Model I, where $\kappa_i = 0$. Only values are shown where one of the $|\ell_i|$ takes on an extremal absolute value, i.e. the highest or lowest value obtained in the fits. Note that due to the sampling constraints, values are not probed for the $\ell_i$, $\ell'_j < 10^{-7}$. In the five columns on the far right, the resulting neutrino parameters are shown. The values for $\Delta m^2_{21}$ and $\Delta m^2_{23}$ are given units $10^{-3} eV^2$. Comparing with Eqs. (3.1)-(3.5), one can see which physical parameter is at its experimentally allowed limit. Thus for example in the first row, where $\ell_1$ is maximal, $\tan^2 \theta_{23}$ and $\Delta m^2_{21}$ are at the edge of their allowed values. Pushing $\ell_1$ any higher would violate these constraints.

<table>
<thead>
<tr>
<th>$\ell_1$</th>
<th>$\ell_2'$</th>
<th>$\ell_3'$</th>
<th>$\ell_4'$</th>
<th>$\ell_5'$</th>
<th>$\tan^2 \theta_{23}$</th>
<th>$\tan^2 \theta_{13}$</th>
<th>$\sin^2 \theta_{13}$</th>
<th>$\Delta m^2_{21}$</th>
<th>$\Delta m^2_{23}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\ell_{1 \text{ max}}$</td>
<td>$9.38 \times 10^{-4}$</td>
<td>$1.60 \times 10^{-4}$</td>
<td>$-1.60 \times 10^{-4}$</td>
<td>$4.01 \times 10^{-4}$</td>
<td>$-5.22 \times 10^{-4}$</td>
<td>$0.48$</td>
<td>$0.99$</td>
<td>$0.0058$</td>
<td>$0.081$</td>
</tr>
<tr>
<td>$\ell_{1 \text{ min}}$</td>
<td>$7.10 \times 10^{-5}$</td>
<td>$-1.76 \times 10^{-5}$</td>
<td>$9.27 \times 10^{-6}$</td>
<td>$4.16 \times 10^{-6}$</td>
<td>$-5.09 \times 10^{-4}$</td>
<td>$0.42$</td>
<td>$1.10$</td>
<td>$0.0057$</td>
<td>$0.077$</td>
</tr>
<tr>
<td>$\ell_{2 \text{ max}}$</td>
<td>$-7.12 \times 10^{-4}$</td>
<td>$1.78 \times 10^{-5}$</td>
<td>$-9.42 \times 10^{-5}$</td>
<td>$-4.10 \times 10^{-6}$</td>
<td>$5.04 \times 10^{-4}$</td>
<td>$0.42$</td>
<td>$1.11$</td>
<td>$0.0058$</td>
<td>$0.081$</td>
</tr>
<tr>
<td>$\ell_{2 \text{ min}}$</td>
<td>$9.25 \times 10^{-4}$</td>
<td>$1.58 \times 10^{-5}$</td>
<td>$1.82 \times 10^{-6}$</td>
<td>$3.83 \times 10^{-6}$</td>
<td>$-5.60 \times 10^{-4}$</td>
<td>$0.49$</td>
<td>$0.72$</td>
<td>$0.0056$</td>
<td>$0.078$</td>
</tr>
<tr>
<td>$\ell_{3 \text{ max}}$</td>
<td>$7.10 \times 10^{-4}$</td>
<td>$-1.76 \times 10^{-5}$</td>
<td>$9.27 \times 10^{-6}$</td>
<td>$4.16 \times 10^{-6}$</td>
<td>$-5.09 \times 10^{-4}$</td>
<td>$0.42$</td>
<td>$1.10$</td>
<td>$0.0057$</td>
<td>$0.077$</td>
</tr>
<tr>
<td>$\ell_{3 \text{ min}}$</td>
<td>$-9.14 \times 10^{-4}$</td>
<td>$-1.67 \times 10^{-5}$</td>
<td>$1.00 \times 10^{-6}$</td>
<td>$4.11 \times 10^{-6}$</td>
<td>$-5.35 \times 10^{-4}$</td>
<td>$0.47$</td>
<td>$0.95$</td>
<td>$0.0065$</td>
<td>$0.077$</td>
</tr>
<tr>
<td>$\ell_{4 \text{ max}}$</td>
<td>$9.01 \times 10^{-4}$</td>
<td>$-1.71 \times 10^{-5}$</td>
<td>$1.10 \times 10^{-6}$</td>
<td>$4.28 \times 10^{-6}$</td>
<td>$5.16 \times 10^{-4}$</td>
<td>$0.43$</td>
<td>$1.18$</td>
<td>$0.0077$</td>
<td>$0.078$</td>
</tr>
<tr>
<td>$\ell_{4 \text{ min}}$</td>
<td>$8.75 \times 10^{-4}$</td>
<td>$1.62 \times 10^{-5}$</td>
<td>$4.90 \times 10^{-6}$</td>
<td>$3.61 \times 10^{-6}$</td>
<td>$-5.33 \times 10^{-4}$</td>
<td>$0.41$</td>
<td>$0.68$</td>
<td>$0.0063$</td>
<td>$0.080$</td>
</tr>
<tr>
<td>$\ell_{5 \text{ max}}$</td>
<td>$8.60 \times 10^{-4}$</td>
<td>$1.61 \times 10^{-5}$</td>
<td>$-5.50 \times 10^{-6}$</td>
<td>$3.82 \times 10^{-6}$</td>
<td>$5.71 \times 10^{-4}$</td>
<td>$0.42$</td>
<td>$0.69$</td>
<td>$0.0043$</td>
<td>$0.078$</td>
</tr>
<tr>
<td>$\ell_{5 \text{ min}}$</td>
<td>$-7.12 \times 10^{-4}$</td>
<td>$1.78 \times 10^{-5}$</td>
<td>$-9.42 \times 10^{-5}$</td>
<td>$-4.10 \times 10^{-6}$</td>
<td>$5.04 \times 10^{-4}$</td>
<td>$0.42$</td>
<td>$1.11$</td>
<td>$0.0038$</td>
<td>$0.081$</td>
</tr>
</tbody>
</table>

Table 3.4: The same as Table 3.3 for Model II. Now the values of $\kappa_i$ as well as the extremal values of $|\kappa_i|$ are shown. The $\kappa_i$ are given in units of MeV.

Eq. (3.62), where one sees that $\ell_1$ influences the first two generations. On the other hand, for example in the seventh row, where $|\ell'_2|$ is maximal, one sees that $\tan^2 \theta_{23}$ and $\Delta m^2_{23}$ are at the upper limit of their allowed ranges. Similarly, in the second row, where $|\ell_1|$ is minimal, one sees that $\Delta m^2_{21}$ is at the lower end of its allowed range. For the eighth row, where $|\ell'_3|$ is minimal, $\Delta m^2_{23}$ is at the lower end of its allowed range. Overall, one sees that $\tan^2 \theta_{23}$ is at its upper limit for $|\ell_1|$ max and also for $|\ell_2|$ min. $\tan^2 \theta_{23}$ is at its upper limit for $|\ell'_2$ max and at its lower limit for $|\ell'_3$ min and $|\ell'_3$ max. $\sin^2 \theta_{13}$ is always well within its limits and thus does not pose a real constraint on the fit. However, one does predict a value between 0.003 and the current upper bound. For $\Delta m^2_{21}$, one is at the upper end of the allowed range for $|\ell_1|$ max, $|\ell_2$ max, and $|\ell'_3$ min. One is close to the lower range for $|\ell_1|$ min, $|\ell'_1$ max, and $|\ell'_1$ min. For $\Delta m^2_{23}$, one
\[
\begin{array}{|c|c|c|c|c|}
\hline
& \tan^2 \theta_{12} & \tan^2 \theta_{23} & \sin^2 \theta_{13} & \Delta m^2_{21} & \Delta m^2_{23} \\
\hline
\ell_1 \text{ max} & 0.48 & 0.80 & 0.0061 & 0.077 & 2.4 \\
\ell_1 \text{ min} & 0.45 & 0.79 & 0.0012 & 0.081 & 2.5 \\
\ell_2 \text{ max} & 0.41 & 1.19 & 0.0007 & 0.078 & 2.5 \\
\ell_2 \text{ min} & 0.41 & 0.93 & 0.0031 & 0.080 & 2.4 \\
\ell'_1 \text{ max} & 0.41 & 1.06 & 0.0003 & 0.079 & 2.4 \\
\ell'_1 \text{ min} & 0.47 & 1.04 & 0.0072 & 0.081 & 2.6 \\
\ell'_2 \text{ max} & 0.44 & 1.03 & 0.0009 & 0.080 & 2.7 \\
\ell'_2 \text{ min} & 0.47 & 1.04 & 0.0075 & 0.080 & 2.6 \\
\ell'_3 \text{ max} & 0.44 & 0.78 & 0.0053 & 0.079 & 2.7 \\
\ell'_3 \text{ min} & 0.44 & 0.93 & 0.0031 & 0.080 & 2.4 \\
\kappa_1 \text{ max} & 0.40 & 0.83 & 0.0034 & 0.080 & 2.6 \\
\kappa_1 \text{ min} & 0.47 & 0.81 & 0.0056 & 0.081 & 2.7 \\
\kappa_2 \text{ max} & 0.49 & 1.18 & 0.0001 & 0.078 & 2.6 \\
\kappa_2 \text{ min} & 0.42 & 0.95 & 0.0051 & 0.081 & 2.4 \\
\kappa_3 \text{ max} & 0.44 & 0.74 & 0.0014 & 0.081 & 2.8 \\
\kappa_3 \text{ min} & 0.45 & 0.69 & 0.0055 & 0.080 & 2.6 \\
\hline
\end{array}
\]

Table 3.5: Model II (continued). Again, the values for \(\Delta m^2_{21}\) and \(\Delta m^2_{23}\) are given units \(10^{-3}\) eV\(^2\).

is at the upper end of the allowed range for \(|\ell'_2\text{ max}|\) and \(|\ell'_3\text{ max}|\). Thus one gets the strongest constraints from the allowed mass ranges and from \(\tan^2 \theta_{23}\).

In the case of Model I, there are only five free parameters. With these one must fit the two neutrino masses, two mixing angles and one upper bound. It is thus perhaps not surprising, that except for \(\ell'_1\text{ min}\), the allowed ranges for the five parameters are quite narrow. \(\ell'_1\text{ min}\) is consistent with zero. In summary, one finds from Table 3.3

\begin{align}
7.10 \cdot 10^{-4} & < |\ell_1| < 9.38 \cdot 10^{-4} \\
1.58 \cdot 10^{-3} & < |\ell_2| < 1.78 \cdot 10^{-3} \\
1.00 \cdot 10^{-7} & < |\ell'_1| < 9.27 \cdot 10^{-5} \\
3.61 \cdot 10^{-4} & < |\ell'_2| < 4.28 \cdot 10^{-4} \\
5.04 \cdot 10^{-4} & < |\ell'_3| < 5.71 \cdot 10^{-4} 
\end{align}

The central values of these regions are employed in the discussion of the resulting collider signals, below.

**Model II**

In Table 3.4, the results of the fit to Model II are shown. Now there are total of eight free-parameters. The values of the mass mixing parameters are varied in the interval

\[
0.01 \text{ MeV} \leq \kappa_i \leq 10 \text{ MeV}.
\]
Table 3.6: Bounds on the products of $B_3$ couplings [131]. The first four and the last two bounds arise from contributions to the process $\mu T_i \rightarrow e T_i$. The fifth bound arises from contributions to $\Delta m_K$ and the sixth and seventh from contributions to $\Delta m_B$.

<table>
<thead>
<tr>
<th>Bound</th>
<th>$\lambda_{122} \lambda'_{211}$</th>
<th>$\lambda_{132} \lambda'_{311}$</th>
<th>$\lambda_{121} \lambda'_{111}$</th>
<th>$\lambda_{231} \lambda'_{311}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$4.0 \cdot 10^{-8}$</td>
<td>$4.0 \cdot 10^{-8}$</td>
<td>$4.0 \cdot 10^{-8}$</td>
<td>$4.0 \cdot 10^{-8}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Bound</th>
<th>$\lambda'<em>{i21} \lambda'</em>{i13}$</th>
<th>$\lambda'<em>{i13} \lambda'</em>{i31}$</th>
<th>$\lambda'<em>{121} \lambda'</em>{231}$</th>
<th>$\lambda'<em>{111} \lambda'</em>{211}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$10^{-9}$</td>
<td>$3 \cdot 10^{-8}$</td>
<td>$8 \cdot 10^{-8}$</td>
<td>$8.0 \cdot 10^{-8}$</td>
</tr>
</tbody>
</table>

Due to the enhanced freedom, one sees that now there exists solutions, where $\ell_i, \ell'_j = \mathcal{O}(10^{-7})$, which is consistent with zero, in the numerical evaluation. One sees that one pushes the upper boundary of $\tan^2 \theta_{12}$ for $[\ell_1 \text{ max}]$ and $[\kappa_2 \text{ max}]$ and the lower boundary for $[\kappa_1 \text{ max}]$. For $\tan^2 \theta_{23}$, one pushes the upper and lower limits for $[\kappa_2 \text{ max}]$ and for $[\kappa_3 \text{ min}]$, respectively. From $\sin^2 \theta_{13}$, one again has basically no constraint on the model, beyond those of the other parameters, i.e. one is always well within the CHOOZ bound.

One is pushing the upper end of the allowed range of $\Delta m^2_{21}$ for $[\ell_1 \text{ min}], [\ell'_1 \text{ min}], [\kappa_{1,2} \text{ min}]$, and $[\kappa_3 \text{ max}]$. For $\Delta m^2_{23}$, one is at the upper end for $[\ell'_1 \text{ max}], [\ell'_2 \text{ max}], [\ell'_3 \text{ max}]$, and $[\kappa_1 \text{ min}]$. One is at the lower end of $\Delta m^2_{23}$ for $[\ell_1 \text{ max}], [\ell_2 \text{ min}], [\ell'_1 \text{ max}], [\ell'_3 \text{ min}]$, and $[\kappa_2 \text{ min}]$. Thus the mass ranges set the strictest limits on the parameters, the angles are fairly easy to accommodate.

Due to the enhanced freedom, one sees that any one of the parameters can consistently be set to zero. This is of particular interest when trying to extract typical collider signatures, below. In Model II, it is thus difficult to discern an identifying experimental signature.

### 3.7 Bounds on the products of the parameters of the simple $B_3$-model

Before discussing the consequences of the model, first the low-energy constraints are considered. Typical bounds on single $B_3$ couplings are of order 0.1 to 0.01 [139, 31]. However, one necessarily has multiple couplings in the models and thus must take into account the bounds on products of couplings [129, 130, 131, 132], which are also typically much stricter, due to lepton flavor violating effects. The strictest product bounds ($< 10^{-7}$) of Table II in Ref. [131] are given in Table 3.6.

Now it can be investigated whether the couplings satisfy the bounds in Table 3.6. For this
the values in Tables 3.1 and 3.2 are used and it is assumed $\tan \beta = 10$. One finds

\begin{align*}
\lambda_{122}\lambda_{211} &= 2.1 \cdot 10^{-6} \ell_1 \ell_2' \quad (3.77) \\
\lambda_{132}\lambda'_{311} &= 0 \quad (3.78) \\
\lambda_{121}\lambda'_{111} &= -9.9 \cdot 10^{-9} \ell_2 \ell_1' \quad (3.79) \\
\lambda_{231}\lambda'_{311} &= 0 \quad (3.80) \\
\lambda_{112}\lambda_{121} &= 1.1 \cdot 10^{-7} (\ell_1')^2 \quad (3.81) \\
\lambda_{113}\lambda_{131} &= 2.7 \cdot 10^{-9} (\ell_1')^2 \quad (3.82) \\
\lambda'_{113}\lambda'_{313} &= 2.7 \cdot 10^{-9} (\ell_1')^2 \quad (3.83) \\
\lambda'_{11k}\lambda'_{2k1} &= 1.2 \cdot 10^{-7} \ell_1' \ell_2', \quad k = 1 \quad (3.84) \\
\lambda_{11j}\lambda'_{21j} &= 2.0 \cdot 10^{-6} \ell_1' \ell_2', \quad j = 2 \quad (3.85)
\end{align*}

In the last two cases the chosen indices result in the largest possible value. The strictest bounds result from Eqs. (3.77) and (3.81): $\ell_1 \ell_2' < 0.02$, and $\ell_1' < 0.1$. From Tables 3.3 and 3.4, one sees that these are always satisfied in our numerical solutions.

### 3.8 Collider tests

An essential feature of $B_3$ neutrino models, is that they necessarily lead to observable consequences at colliders. Resonant slepton or squark production requires couplings of order $10^{-3}$ or larger [127]. As can be seen from Tables 3.1 and 3.2 together with the numerical results presented in Tables 3.3, 3.4, this is not possible in the models. However, it is well known, that at the LHC squark and gluino production provide the largest supersymmetric cross sections. This is independent of whether $P_6$ or $B_3$ is the relevant symmetry. The produced squarks and gluinos then cascade decay within the detector to the LSP. In particular, this also holds for the BC benchmark points [128], where $\tilde{\tau}_1$ is the LSP. In this paper, the focus is on stau-LSP scenarios, as outlined in Ref. [128]. Only the essential features are focused on, a full phenomenological analysis goes beyond the scope of this work and will be presented in the future [140]. The neutralino LSP case requires a full treatment of the scalar potential in order to determine the relevant couplings and masses. This in turn requires assumptions about the soft-supersymmetry breaking sector, which also goes well beyond the scope of this work. It will be considered elsewhere [140].
3.8.1 Stau LSP decays

As discussed in detail in Refs. [83, 128], there are extensive regions of mSUGRA parameter space, where the scalar tau is the LSP. The final state collider signals will be determined by the dominant decays of the stau. The lightest stau, $\tilde{\tau}_1$, is an admixture of right and left stau.

$$\tilde{\tau}_1 = \cos \theta_\tilde{\tau} \, \tilde{\tau}_R + \sin \theta_\tilde{\tau} \, \tilde{\tau}_L$$  \hspace{1cm} (3.86)

with $\theta_\tilde{\tau}$ the mixing angle. In Ref. [128], it was found that in the representative benchmark points (BC1-BC4) the $\tilde{\tau}_1$ is dominantly a right-handed stau with $|\theta_\tilde{\tau}| < 0.3$ (in radiants), i.e. the $\tilde{\tau}_1$-LSP is more than 91% $\tilde{\tau}_R$ and $\sin^2 \theta_\tilde{\tau} < 0.09$.

In the model, there is a wide range of non-zero $B_3$ couplings, where the corresponding operators couple directly to the stau. The stau can thus decay via the two-body mode into two spin-1/2 fermions $f_1, f_2$ shown in Fig. 3.2. The corresponding partial decay rate is in given in leading order by [141]

$$\Gamma(\tilde{\tau}_1 \rightarrow f_1 f_2) = \frac{N_c |\Lambda|^2 \Theta^2 p_{cm}}{8 \pi M_{\tilde{\tau}_1}} (M_{\tilde{\tau}_1}^2 - m_1^2 - m_2^2)$$  \hspace{1cm} (3.87)

$$\approx \frac{N_c |\Lambda|^2 \Theta^2}{16 \pi} M_{\tilde{\tau}_1},$$  \hspace{1cm} (3.88)

where

$$p_{cm}^2 = \frac{[M_{\tilde{\tau}_1}^2 - (m_1 + m_2)^2] [M_{\tilde{\tau}_1}^2 - (m_1 - m_2)^2]}{4M_{\tilde{\tau}_1}^2}.$$  \hspace{1cm} (3.89)

$m_{1,2}$ denote the final state masses. $\Lambda$ denotes one of the following $B_3$ couplings relevant for tree-level stau decay

$$\Lambda \in \{ \lambda_{131}, \lambda_{133}, \lambda_{232}, \lambda_{233}, \lambda'_{3jk} \},$$  \hspace{1cm} (3.90)

and $N_c$ is the colour factor. $N_c = 1$ for the decay via the $LL\bar{E}$ operators, and $N_c = 3$ for the $LQ\bar{D}$ operators. $\Theta = (\cos \theta_\tilde{\tau}, \sin \theta_\tilde{\tau})$, depending on whether the $\tilde{\tau}_1$ couples via the right- or the left-handed stau component. Eq. (3.88) is taken for the case where $m_{1,2} \rightarrow 0$. This is a good approximation for $M_{\tilde{\tau}_1} < m_{\text{top}}$, which is the case for all the BC benchmark points.

Given the above decay formula one can now compute the decay rates for the dominant decay modes using the numerical values in Tables 3.1 and 3.2 for the relevant coupling. One expects the decays where the right-handed stau component couples directly to dominate, due to the small mixing angle in the stau sector. Furthermore, for $\lambda'_{333}$ which is a potentially large coupling the large top quark mass kinematically blocks the decay, for the stau masses considered here. The results are presented for the decays in terms of the $\ell_i, \ell'_j$ in Table 3.7. For completeness, the couplings involving $\ell_3$ are included, which are neglected in the neutrino parameter fits. One sees that for substantial decays via the corresponding operators, one requires, e.g. $\ell_3 \gg \ell_{1,2}$.

Model I

If one considers the BC1 benchmark point, one has $M_{\tilde{\tau}_1} = 148.38$ GeV. Using Tables 3.3, 3.4 one can then compute explicit values for the partial widths and the branching ratios. In Model
Operator | Decay Mode | $\Gamma(\tilde{\tau}^-_1 \rightarrow bc)/M_{\tilde{\tau}}$
---|---|---
$L_1 L_3 E_1$ | $\tilde{\tau}^-_1 \rightarrow e^- \nu_e$ | $1.5 \cdot 10^{-12} \ell^2_3$
$L_1 L_3 E_3$ | $\tilde{\tau}^-_1 \rightarrow \tau^- \nu_e$ | $2.0 \cdot 10^{-4} \ell^2_3$
$L_1 L_3 E_3$ | $\tilde{\tau}^-_1 \rightarrow e^- \nu_\tau$ | $1.8 \cdot 10^{-4} \ell^2_3$
$L_2 L_3 E_2$ | $\tilde{\tau}^-_1 \rightarrow \mu^- \nu_\mu$ | $6.7 \cdot 10^{-8} \ell^2_3$
$L_2 L_3 E_3$ | $\tilde{\tau}^-_1 \rightarrow \tau^- \nu_\mu$ | $2.0 \cdot 10^{-4} \ell^2_3$
$L_2 L_3 E_3$ | $\tilde{\tau}^-_1 \rightarrow \mu^- \nu_\tau$ | $1.8 \cdot 10^{-4} \ell^2_3$
$L_3 Q_2 D_3$ | $\tilde{\tau}^-_1 \rightarrow c b$ | $5.4 \cdot 10^{-4} (\ell'_3)^2$
$L_3 Q_2 D_2$ | $\tilde{\tau}^-_1 \rightarrow c s$ | $1.8 \cdot 10^{-7} (\ell'_3)^2$
$L_3 Q_1 D_2$ | $\tilde{\tau}^-_1 \rightarrow u s$ | $1.1 \cdot 10^{-8} (\ell'_3)^2$

Table 3.7: Decay modes and partial decay widths of a stau LSP given as a function of the relevant $\ell_i, \ell'_j$. In the second and the fifth decay modes the two contributions from the doublet and the singlet stau are added. $\theta_\tilde{\tau} = 0.3$ (in radiants) as obtained for BC1.

$|\ell_1| \approx 8 \cdot 10^{-4}, |\ell_2| \approx 2 \cdot 10^{-3}$ and $|\ell'_3| \approx 5 \cdot 10^{-4}$. Using these values, one then obtains the total decay width and lifetime in Model I at BC1

$$\Gamma(\tilde{\tau}_1) = 260 \text{ eV}, \quad \tau(\tilde{\tau}_1) = 2.5 \cdot 10^{-18} \text{ sec}. \quad (3.91)$$

One sees that the stau-LSP always decays within the detector. It also will not lead to a detached vertex. For the branching ratios of the decay modes in Table 3.7, one obtains

$$\text{Br}(\tilde{\tau}_1 \rightarrow \tau^- \nu_e) = 0.072 \quad (3.92)$$
$$\text{Br}(\tilde{\tau}_1 \rightarrow e^- \nu_\tau) = 0.065 \quad (3.93)$$
$$\text{Br}(\tilde{\tau}_1 \rightarrow \tau^- \nu_\mu) = 0.45 \quad (3.94)$$
$$\text{Br}(\tilde{\tau}_1 \rightarrow \mu^- \nu_\tau) = 0.41 \quad (3.95)$$

The other decay modes are negligible. The branching ratios are independent of $M_{\tilde{\tau}}$, i.e. in Model I they only depend on the $\ell_i, \ell'_j$. As the neutrinos are not visible, one has a combined branching ratio into charged tau leptons of about 52%. For squark or gluino pair production, one expects two stau’s in the decay chains. The probability for then having two charged electrons/muons in the final state is about 23%. Since the gluino/squark pair production cross section is very large for accessible supersymmetric masses, this should lead to an easily visible signal rate.

**Model II**

In Model II, there are eight free parameters and thus a much larger freedom. Furthermore for $\kappa_3 \neq 0$ the stau can mix with the charged Higgs boson, leading to additional decay modes. In order to compute these properly, one must minimize the full scalar potential. This is beyond the scope of this work. One can estimate the stau-Higgs mixing to be $\kappa_3/\mu$. Using the Feynman rules in Fig. 8 of Ref. [142] for the charged Higgs coupling to the tau lepton, one then typically
finds a product of mixing times couplings of order $10^{-7}$, for $\kappa_3 = 1$ MeV, $\tan\beta = 10$ and $\mu = 200$ GeV. This would lead to an additional decay $\tilde{\tau} \rightarrow \tau \nu$. The couplings to the second generation quarks are another order of magnitude smaller. These Higgs-mixing couplings are negligible compared to the direct stau decay couplings, in most cases. However, in general they must be included. A proper complete treatment will be given in Ref. [140]. Here it shall suffice to present one example case from Table 3.4 employing only the direct decays from Table 3.7. An example is chosen, such that $\ell_{1,2} \ll \ell_3$, which differs from Model I.

The case: $[\ell_1', \min]$, where $\ell_1 = -4.65 \cdot 10^{-6}$, $\ell_2 = 9.62 \cdot 10^{-6}$ and $\ell_3' = -4.04 \cdot 10^{-4}$ is considered. One finds for the total decay rate and the lifetime

$$\Gamma(\tilde{\tau}_1) = 2.4 \cdot 10^{-2} \text{ eV}, \quad (3.96)$$
$$\tau(\tilde{\tau}_1) = 2.7 \cdot 10^{-14} \text{ sec}. \quad (3.97)$$

One sees that the width is now substantially smaller and thus the lifetime correspondingly larger. For a Lorentz boost $\gamma_L = 10$, one has a decay length of about 100 $\mu m$. This is on the borderline of visibility for a detached vertex. For the branching ratios one finds

$$\text{Br}(\tilde{\tau}_1 \rightarrow \text{hadrons}) = 0.73 \quad (3.98)$$
$$\text{Br}(\tilde{\tau}_1 \rightarrow \tau^- \nu_\tau) = 0.026 \quad (3.99)$$
$$\text{Br}(\tilde{\tau}_1 \rightarrow e^- \nu_e) = 0.023 \quad (3.100)$$
$$\text{Br}(\tilde{\tau}_1 \rightarrow \tau^- \nu_\mu) = 0.11 \quad (3.101)$$
$$\text{Br}(\tilde{\tau}_1 \rightarrow \mu^- \nu_\tau) = 0.10 \quad (3.102)$$

The stau now dominantly decays hadronically. In this specific case, one can have still a roughly 25% branching ratio to charged leptons. Or a probability of roughly 6% for two charged leptons in the final state. However, recall that only couplings are scanned down to $10^{-7}$. Thus one would expect solutions with even smaller $\ell_{1,2}$. In this case one would have purely hadronic final states and one must resort to the techniques used in Ref. [143], where the $UDD$ R-parity violating operators were studied.

### 3.9 Conclusions and outlook

A simple ansatz for the $B_3$ Yukawa couplings has been presented, relating them directly to the corresponding Higgs Yukawa couplings via a small set of parameters $\ell_i, \ell_j'$. This results in simple relations between the $B_3$ couplings presented in Tables 3.1 and 3.2. Estimates of these parameters are given in order to obtain the correct neutrino masses and then has been numerically determined the precise values. These are summarised in Tables 3.3, 3.4. The resulting collider signals for the case of a stau LSP are discussed. Depending on the fit values, a wide range for the possible branching ratios of the stau-LSP has been found.
Chapter 4

Electroweak contributions to squark pair production at the LHC

4.1 Introduction

The large hadron collider (LHC) will start in 2008. Supersymmetry at the TeV scale will then be decisively tested [144]. In typical mSUGRA scenarios, the squarks are among the heaviest supersymmetric particles. However, the production cross section of squark pairs is very large. The leading term of the cross section is of the order $\alpha_s^2$ and there are contributions with 2 valence quarks [19]. The expressions for the cross section of squark production from initial quarks is very similar to the standard QCD case, where the final states are 2 quarks [20]. For a rough estimate of the cross section at the LHC, one can use the cross section for quark pairs from the Standard Model QCD contribution. It has a $t$-channel gluon contribution for the production of 2 different quarks,

$$\sigma \approx \frac{2\pi\alpha_s^2}{9\hat{s}}. \quad (4.1)$$

The main difference between the cross section for quark and squark pair production is the propagator. In the Standard Model case, the propagator yields $t^{-2}$. In the supersymmetric case, the gluino is massive and therefore the propagator is replaced with $(\hat{t} - m_{\tilde{g}})^{-2}$. Assuming $\alpha_s \approx 0.15$ and $\sqrt{\hat{s}} \approx 5$ TeV, one obtains from Eq. (4.1)

$$\sigma \approx 0.25 \text{ pb} \quad (4.2)$$

This is a very rough estimate, since the cross section must be convoluted with the parton density functions $f(x)$. In Fig. 4.1, $xf(x)$ is plotted as function of Bjorken–x for various partons. If one wants to produce squarks with a mass of about $m_{\tilde{q}} = 1$ TeV, one needs at least the center of mass energy of $E_{CMS} = 2$ TeV. The partonic Mandelstam variable $\hat{s}$ and $s$ are related by

$$\hat{s} = x_1 x_2 s. \quad (4.3)$$

Assuming $\sqrt{s} = 14$ TeV and $x_1 = x_2$, one obtains

$$x_1 = x_2 \approx 1/7. \quad (4.4)$$
In this region, the quark flux starts to dominate over the gluon flux. Thus gluon fusion contribution to squark pair production is subdominant, if the squark masses are very large. The gluon fusion contribution for squark pair production increases the contribution from 2 initial quarks by 14 (6.7, 1.4)% for the benchmark mSUGRA scenarios SPS 1a(1b,2) [152].

It turns out that the typical cross section for degenerate first and second generation squarks is about,

\[ \sigma \approx 0.5 \text{ pb} \]  \hspace{1cm} (4.5)

for squarks with a mass of about 1 TeV. If one assumes a low luminosity \( \mathcal{L} \) of about 10 fb\(^{-1}\) per year, one still obtains

\[ N_{\text{Events}} = \mathcal{L} \sigma = 5000 \]  \hspace{1cm} (4.6)

events. Ref. [145] calculated the leading order (LO) QCD cross sections for squark pair production. The lowest order cross sections strongly depend on the renormalization and factorization scale. By including the next to leading order (NLO) corrections [146], the scale dependence is strongly reduced. For the LHC with \( m_{\tilde{q}} = 600 \text{ GeV} \) and \( m_t = 175 \text{ GeV} \), where renormalization and factorization scale are assumed to be the same, the LO cross section increases by 35% in the interval between \( Q = m_{\tilde{q}} \) and \( m_{\tilde{q}}/2 \). Taking account the NLO corrections the variation of the cross section is reduced to 5 – 10%. Taking \( Q = m_{\tilde{q}}/2 \) leads to quite small NLO corrections
to the LO QCD contribution.

In our work, the leading order electroweak (EW) contributions to squark production is calculated at the LHC. The cross section for 2 (anti–) squark pair production of the first 2 generations with 2 (anti–) quarks in initial states are calculated. There are no leading order EW contributions to the gluon fusion channel.

In the following section, explicit expressions are presented for the squared amplitudes for all processes with 2 quarks in the initial state and 2 squarks in the final state, where antiparticles are included. In Sec. 4.5, the numerical results for the total cross section as well as the $p_{T,\tilde{q}}$ distribution are presented. In Sec. 4.6 the experimental signal is briefly discussed before concluding in Sec. 4.7. A list of employed couplings is given in the Appendix.
4.2 General formula

In this subsection the squared spin and color averaged matrix elements are presented for squark pair production. Gluon fusion is not considered. Since only production of first and second generation squarks is considered, all quark mass effects are neglected, including mixing between SU(2) doublet and singlet squarks.

The functions are specified that describe the contributions from various kinds of matrix elements. $\Phi$ and $\chi$ describe squared $t-$ and $u-$channel (gaugino exchange) diagrams\(^1\), while $\Psi$ describes the interference between a $t-$ channel and a $u-$channel diagram. Similarly, $s-$channel (gauge boson exchange) and the interference between $s-$ and $t-$channel diagrams are described by $\Upsilon$ and $\Omega$, respectively:

$$\Phi(\tilde{q}_{i\alpha}, \tilde{q}_{j\beta}, a) = \frac{1}{4} \sum_{l,k} c_a(l, k) \frac{1}{t - m_l^2 t - m_k^2} \left\{ A(l, k, \tilde{q}_{i\alpha}, \tilde{q}_{j\beta}) \times (\hat{t} - \hat{m}_{\tilde{q}_{i\alpha}}^2 \hat{m}_{\tilde{q}_{j\beta}}^2) + B(l, k, \tilde{q}_{i\alpha}, \tilde{q}_{j\beta}) m_l m_k \hat{s} \right\},$$

$$\chi(\tilde{q}_{i\alpha}, \tilde{q}_{j\beta}, a) = \frac{1}{4} \sum_{l,k} c_a(l, k) \frac{1}{\hat{u} - M_l^2 \hat{u} - M_k^2} \left\{ C(l, k, \tilde{q}_{i\alpha}, \tilde{q}_{j\beta}) \times (\hat{t} - \hat{m}_{\tilde{q}_{i\alpha}}^2 \hat{m}_{\tilde{q}_{j\beta}}^2) + D(l, k, \tilde{q}_{i\alpha}, \tilde{q}_{j\beta}) M_l M_k \hat{s} \right\},$$

$$\Psi(\tilde{q}_{i\alpha}, \tilde{q}_{j\beta}, a) = \frac{1}{4} \sum_{l,k} c_a(l, k) \frac{1}{t - m_l^2 t - m_k^2} F(l, k, \tilde{q}_{i\alpha}, \tilde{q}_{j\beta}) m_l M_k \hat{s},$$

$$\Upsilon(q_g, \tilde{q}_h, \tilde{q}_{i\alpha}, \tilde{q}_{j\beta}, a) = \frac{1}{4} \sum_{l,k} c_a(l, k) \frac{1}{s - M_l^2 s - M_k^2} G(l, k, q_g, \tilde{q}_h, \tilde{q}_{i\alpha}, \tilde{q}_{j\beta}) \times \left\{ (m_{\tilde{q}_{i\alpha}}^2 - m_{\tilde{q}_{j\beta}}^2 + \hat{t} - \hat{u}) (m_{\tilde{q}_{i\alpha}}^2 - m_{\tilde{q}_{j\beta}}^2 + \hat{u} - \hat{t}) - \hat{s} (2m_{\tilde{q}_{i\alpha}}^2 + 2m_{\tilde{q}_{j\beta}}^2 - \hat{s}) \right\},$$

$$\Omega(q_g, \tilde{q}_h, \tilde{q}_{i\alpha}, \tilde{q}_{j\beta}, a) = -\frac{1}{4} \sum_{l,k} c_a(l, k) \frac{1}{s - M_l^2 s - M_k^2} H(l, k, q_g, \tilde{q}_h, \tilde{q}_{i\alpha}, \tilde{q}_{j\beta}) \times \left\{ (m_{\tilde{q}_{i\alpha}}^2 - \hat{t}) (m_{\tilde{q}_{i\alpha}}^2 - m_{\tilde{q}_{j\beta}}^2 + \hat{u} - \hat{t}) - \hat{s} (3m_{\tilde{q}_{i\alpha}}^2 - m_{\tilde{q}_{j\beta}}^2) + (m_{\tilde{q}_{i\alpha}}^2 - m_{\tilde{q}_{j\beta}}^2 + \hat{t} - \hat{u}) \right\}. \quad (4.7)$$

$\hat{t}$, $\hat{u}$ and $\hat{s}$ denote the partonic Mandelstam variables. $m_{l,k}$, $M_{l,k}$ and $m_{\tilde{q}_{i\alpha,j\beta}}$ are the masses of the propagating particles and the final states squarks, respectively; capital letters are used for the masses of particles exchanged in the $u-$ or $s-$channel, and lower case letters for masses in $t-$channel propagators. The electrically neutral gauge bosons, all of which can contribute to the same processes, are labeled through the indices $l, k = 1, 2, 3$ for $\gamma$, $Z$ and gluon, respectively; $W$-boson exchange can only occur in different reactions than the exchange of the neutral gauge

\(^1\)This includes products of two different $t-$ or $u-$channel diagrams.
The flavour of the quarks and squarks is given by \( q, q' = u, d \). \( g, h, i, j = 1, 2 \) are generation indices. \( \alpha, \beta = 1, 2 \) label \( SU(2) \) doublet \((L-\text{type})\) and singlet \((R-\text{type})\) squarks, respectively. \( c_a(l,k) \) are the colour factors for the different contributions, where \( a \) labels the various exchange topologies; note that unlike \( l \) and \( k \), \( a \) is not summed. Finally, the functions \( A, B, C, D, F, G \) and \( H \) are products of the various coupling constants appearing in the matrix elements for the different processes. Their general structure is given by

\[
A(l, k, \tilde{q}_a, \tilde{q}'_j) = a(l, \tilde{q}_a) a(k, \tilde{q}_i) b'(l, \tilde{q}'_j) b(k, \tilde{q}'_j),
\]

\[
B(l, k, \tilde{q}_a, \tilde{q}'_j) = a(l, \tilde{q}_a) b(k, \tilde{q}_i) a'(l, \tilde{q}'_j) a'(k, \tilde{q}'_j),
\]

\[
C(l, k, \tilde{q}_a, \tilde{q}'_j) = c(l, \tilde{q}_j) b(k, \tilde{q}_i) d'(l, \tilde{q}'_a) d'(k, \tilde{q}'_a),
\]

\[
D(l, k, \tilde{q}_a, \tilde{q}'_j) = c(l, \tilde{q}_j) c(k, \tilde{q}_i) c'(l, \tilde{q}'_a) c'(k, \tilde{q}'_a),
\]

\[
F(l, k, \tilde{q}_a, \tilde{q}'_j) = a(l, \tilde{q}_a) c(k, \tilde{q}_i) a'(l, \tilde{q}'_j) c'(k, \tilde{q}'_a),
\]

\[
G(l, k, q_g, \tilde{q}_h, \tilde{q}_i, \tilde{q}'_j) = c(l, \tilde{q}_i, \tilde{q}'_j) c(k, \tilde{q}_a, \tilde{q}'_j)
\]

\[
H(l, k, q_g, \tilde{q}_h, \tilde{q}_i, \tilde{q}'_j) = c(l, \tilde{q}_i, \tilde{q}'_j) \{ e(l, q_g, \tilde{q}_h) b'(k, \tilde{q}'_j) a(k, \tilde{q}_i)
\]

\[
+ f(l, q_g, \tilde{q}_h) a'(k, \tilde{q}'_j) b(k, \tilde{q}_i) \}. \quad (4.8)
\]

Here \( l \) and \( k \) again label the exchanged (s)particles. \( a, b, c, d, a', b', c' \) and \( d' \) denote couplings of the relevant gaugino–quark–squark vertices; \( a, c, a' \) and \( c' \) denote left–handed couplings, i.e. the corresponding vertex factors are multiplied with the left–chiral projector \( P_L = (1 - \gamma_5)/2 \), while \( b, d, b' \) and \( d' \) denote right–handed couplings. Similarly, \( e \) and \( f \) are left– and right–handed gauge boson–quark–anti-quark couplings, respectively, and \( c \) is a gauge boson–squark–anti-squark coupling.

In the subsequent description of the contributing classes of subprocesses the contributing diagrams will be specified, color factors, and couplings; explicit expressions for the latter are given in the Appendix.

### 4.3 \( qq' \rightarrow \tilde{q}q' \)

Processes with two squarks or two anti–squarks in the final state are discussed. There are no \( s–\)channel contributions to this class of processes. All quark–quark–neutralino and squark–quark–gluino couplings are flavor–diagonal. Similarly, CKM mixing is ignored for charged currents, i.e. it is assumed that quark–squark–chargino couplings only occur within one gener-
In the given class of reactions the flavor in the initial and final state is therefore always the same.

### 4.3.1 $u_i u_j \rightarrow \tilde{u}_{i\alpha} \tilde{u}_{j\beta}$

These processes proceed through the exchange of a neutralino or gluino in the $t-$ or $u-$channel, as shown in Fig. 4.2.

\[
\begin{array}{c}
\begin{array}{c}
\text{\textbf{Feynman diagrams contributing to}} \ u_i u_j \rightarrow \tilde{u}_{i\alpha} \tilde{u}_{j\beta}. \ \text{Here} \ i \ \text{and} \ j \ \text{are flavor indices,}
\end{array}
\end{array}
\]

In the notation of Eq.(4.7) the squared spin– and color–averaged matrix element is given by

\[
|\mathcal{M}|^2 = \Phi(\tilde{u}_{i\alpha}, \tilde{u}_{j\beta}, 1) + \chi(\tilde{u}_{i\alpha}, \tilde{u}_{i\beta}, 1)%3Bδ_{ij} + Ψ(\tilde{u}_{i\alpha}, \tilde{u}_{i\beta}, 2)%3Bδ_{ij}.
\] (4.9)

If the final state squarks are identical, a statistics factor of $\frac{1}{2}$ must be included. The colour factors of the $t-$ and the $u-$channel are given by $c_1(l, k)$, while the factors for the interference term are given by $c_2(l, k)$. Explicitly,

\[
\begin{align*}
c_1(l, k) &= \begin{pmatrix}
1 & 1 & 1 & 1 & 0 \\
1 & 1 & 1 & 1 & 0 \\
1 & 1 & 1 & 1 & 0 \\
1 & 1 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 & 2/9
\end{pmatrix}, \\
c_2(l, k) &= \begin{pmatrix}
1 & 1 & 1 & 1 & 4/9 \\
1 & 1 & 1 & 1 & 4/9 \\
1 & 1 & 1 & 1 & 4/9 \\
1 & 1 & 1 & 1 & 4/9 \\
1 & 1 & 1 & 1 & 4/9 \\
1 & 1 & 1 & 1 & 4/9 \\
1 & 1 & 1 & 1 & 4/9 \\
\end{pmatrix}.
\end{align*}
\] (4.10)

The relevant neutralino–squark–quark and gluino–squark–quark-couplings to be inserted in
Eqs. (4.8) are

\[
\begin{align*}
    a(l, \bar{u}_i) &= a_{\tilde{\chi}^{0}/\tilde{g}}(\bar{u}_i), \\
    b(l, \bar{u}_i) &= b_{\tilde{\chi}^{0}/\tilde{g}}(\bar{u}_i), \\
    a'(l, \bar{u}_j) &= a_{\tilde{\chi}^{0}/\tilde{g}}(\bar{u}_j), \\
    b'(l, \bar{u}_j) &= b_{\tilde{\chi}^{0}/\tilde{g}}(\bar{u}_j), \\
    c(l, \bar{u}_j) &= c_{\tilde{\chi}^{0}/\tilde{g}}(\bar{u}_j), \\
    d(l, \bar{u}_j) &= d_{\tilde{\chi}^{0}/\tilde{g}}(\bar{u}_j), \\
    c'(l, \bar{u}_i) &= c'_{\tilde{\chi}^{0}/\tilde{g}}(\bar{u}_i), \\
    d'(l, \bar{u}_i) &= d'_{\tilde{\chi}^{0}/\tilde{g}}(\bar{u}_i).
\end{align*}
\]

(4.11)

As indicated earlier, \( l \in \{1, 2, 3, 4\} \) refers to the \( l \)-th neutralino, while \( l = 5 \) refers to the gluino. Explicit expressions for the neutralino and gluino couplings appearing in Eq. (4.11) can be found in the Appendix, Eqs. (B.1) and (B.2).

Eqs. (4.9) and (4.10) also hold for the charge conjugate process. However, the appropriate anti-(s)quark couplings has to be used in Eqs. (4.8), which are given by

\[
\begin{align*}
    a_{\tilde{\chi}^{0}/\tilde{g}}(\bar{u}_i) &= \left[ b_{\tilde{\chi}^{0}/\tilde{g}}(\bar{u}_i) \right]^*, \\
    b_{\tilde{\chi}^{0}/\tilde{g}}(\bar{u}_i) &= \left[ a_{\tilde{\chi}^{0}/\tilde{g}}(\bar{u}_i) \right]^*.
\end{align*}
\]

(4.12)

where \( \bar{q} \) denotes an anti–squark and the stars stand for complex conjugation. Note that even in a CP–conserving scenario some neutralino couplings have to be complex (more exactly, purely imaginary) if we insist on using positive neutralino masses in all propagators [150]. If CP is violated, all chargino, neutralino and gluino couplings may be complex. Finally, recall that a right-handed anti–quark is an \( SU(2) \) doublet; its couplings are therefore related to those of left–handed quarks, and vice versa.

### 4.3.2 \( d_i d_j \rightarrow \tilde{d}_{ia} \tilde{d}_{j\beta} \)

The process \( d_i d_j \rightarrow \tilde{d}_{ia} \tilde{d}_{j\beta} \) and its charge–conjugated process are given by Eqs. (4.9) to (4.12), with the obvious replacement \( \bar{u} \rightarrow \bar{d} \) everywhere.

### 4.3.3 \( u_i d_j \rightarrow \tilde{u}_{ia} \tilde{d}_{j\beta} \)

This process receives contributions from the \( t \)-channel exchange of a neutralino or gluino; if both (s)quarks are from the same generation, \( i = j \), there is also a \( u \)-channel chargino exchange contribution. The corresponding Feynman diagrams are shown in Fig. 4.3.

The squared spin– and color–averaged matrix element is given by

\[
\overline{|M|}^2 = \Phi(\tilde{u}_{ia}, \tilde{d}_{j\beta}, 1) + \chi(\tilde{u}_{ia}, \tilde{d}_{i\beta}, 2)\delta_{ij} + \Psi(\tilde{u}_{ia}, \tilde{d}_{i\beta}, 3)\delta_{ij}.
\]

(4.13)

The color factors for the squared \( t \)-channel neutralino and gluino contributions, squared \( u \)-channel chargino contributions and of the interference terms are given by

\[
\begin{align*}
    c_1(l, k) &= \begin{pmatrix}
        1 & 1 & 1 & 0 \\
        1 & 1 & 1 & 0 \\
        1 & 1 & 1 & 0 \\
        0 & 0 & 0 & 2/9
    \end{pmatrix}, \\
    c_2(l, k) &= \begin{pmatrix}
        1 & 1 \\
        1 & 1 \\
        1 & 1 \\
        4/9 & 4/9
    \end{pmatrix}, \\
    c_3(l, k) &= \begin{pmatrix}
        1 & 1 \\
        1 & 1 \\
        1 & 1 \\
        4/9 & 4/9
    \end{pmatrix}.
\end{align*}
\]

(4.14)
Figure 4.3: Feynman diagrams contributing to $u_i d_j \rightarrow \tilde{u}_{i\alpha} \tilde{d}_{j\beta}$. The notation in the $t-$channel diagram is as in Fig. 4.2. In the second, $u-$channel, diagram, which only exists of $i = j$, the chargino index $n$ runs from 1 to 2.

In the squared $t-$channel diagrams the indices $l, k$ labeling the exchanged particles run from 1 to 5 for the four neutralinos and gluino, whereas in the squared $u-$channel chargino–exchange contribution the indices run from 1 to 2. In the interference contribution the index $l$ labeling the particle exchanged in the $t-$channel again runs from 1 to 5, while $k$ takes the values 1 or 2. The couplings to be inserted in Eqs.(4.8) are given by

$$
\begin{align*}
\tilde{a}(l, \tilde{u}_{i\alpha}) &= a_{\tilde{\chi}^0 / \tilde{g} / \tilde{\chi}^+_1} (\tilde{u}_{i\alpha}), & \tilde{b}(l, \tilde{u}_{i\alpha}) &= b_{\tilde{\chi}^0 / \tilde{g} / \tilde{\chi}^+_1} (\tilde{u}_{i\alpha}), \\
\tilde{a}'(l, \tilde{d}_{j\beta}) &= a_{\tilde{\chi}^0 / \tilde{g} / \tilde{d}_{j\beta}} (\tilde{d}_{j\beta}), & \tilde{b}'(l, \tilde{d}_{j\beta}) &= b_{\tilde{\chi}^0 / \tilde{g} / \tilde{d}_{j\beta}} (l, \tilde{d}_{j\beta}), \\
\tilde{c}(l, \tilde{d}_{j\beta}) &= a_{\tilde{\chi}^+_1} (\tilde{d}_{j\beta}), & \tilde{d}(l, \tilde{d}_{j\beta}) &= b_{\tilde{\chi}^+_1} (\tilde{d}_{j\beta}), \\
\tilde{c}'(l, \tilde{u}_{i\alpha}) &= a_{\tilde{\chi}^+_1} (\tilde{u}_{i\alpha}), & \tilde{d}'(l, \tilde{u}_{i\alpha}) &= b_{\tilde{\chi}^+_1} (\tilde{u}_{i\alpha}).
\end{align*}
$$

The explicit expressions for the couplings appearing in Eqs.(4.15) can be found in Eqs.(B.1), (B.2) and (B.3) in the Appendix.

The cross section for the charge–conjugated process can again be obtained by using the appropriate couplings for anti–(s)quarks in Eqs.(4.8):

$$
\begin{align*}
\tilde{a}_{\tilde{\chi}^0 / \tilde{g} / \tilde{\chi}^+_1} (\tilde{d}_{i\alpha}) &= \left[ a_{\tilde{\chi}^0 / \tilde{g} / \tilde{\chi}^+_1} (\tilde{d}_{i\alpha}) \right]^*, & \tilde{b}_{\tilde{\chi}^0 / \tilde{g} / \tilde{\chi}^+_1} (\tilde{d}_{j\beta}) &= \left[ a_{\tilde{\chi}^0 / \tilde{g} / \tilde{\chi}^+_1} (\tilde{d}_{i\alpha}) \right]^*, \\
\tilde{a}_{\tilde{\chi}^0 / \tilde{g} / \tilde{\chi}^+_1} (\tilde{u}_{i\alpha}) &= \left[ b_{\tilde{\chi}^0 / \tilde{g} / \tilde{\chi}^+_1} (\tilde{u}_{i\alpha}) \right]^*, & \tilde{b}_{\tilde{\chi}^0 / \tilde{g} / \tilde{\chi}^+_1} (\tilde{u}_{j\beta}) &= \left[ b_{\tilde{\chi}^0 / \tilde{g} / \tilde{\chi}^+_1} (\tilde{u}_{i\alpha}) \right]^*.
\end{align*}
$$

4.3.4 $u_i d_j \rightarrow \tilde{d}_{i\alpha} \tilde{u}_{j\beta}, \quad i \neq j$

This process differs from the one considered in the previous subsection only if the two (s)quarks are from different generation, with the $d-$type squark in the final state being from the same
generation as the initial $u$–type quark. In this case only the chargino exchange diagram shown in Fig. 4.4 contributes. The momenta are labelled such that this is a $t$–channel diagram.

\begin{equation}
|M|^2 = \Phi(\tilde{d}_{ia}, \tilde{u}_{j\beta}, 1). \tag{4.17}
\end{equation}

The squared spin– and color–averaged matrix element is given by

The colour factor is trivial,

\begin{equation}
c_1 = \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix}. \tag{4.18}
\end{equation}

The couplings to be inserted in Eqs.(4.8) are,

\begin{align*}
a(l, \tilde{d}_{ia}) &= a_{\tilde{X}_i}^+ (\tilde{d}_{ia}), & b(l, \tilde{d}_{ia}) &= b_{\tilde{X}_i}^+ (\tilde{d}_{ia}), \\
a'(l, \tilde{u}_{j\beta}) &= a_{\tilde{X}_i}^+ (\tilde{u}_{j\beta}), & b'(l, \tilde{u}_{j\beta}) &= b_{\tilde{X}_i}^+ (\tilde{u}_{j\beta}). \tag{4.19}
\end{align*}

The cross section for the charge conjugated process can be obtained by using the appropriate anti–(s)quark couplings, which have already been given in Eqs.(4.16).

### 4.4 $q\bar{q}' \rightarrow \tilde{q}\bar{q}$

Processes with one squark and one anti–squark in the final state are considered. Since now the initial and final state have vanishing baryon charge, $s$–channel diagrams may contribute.
4.4.1 $u_i \bar{u}_j \rightarrow \tilde{u}_{i\alpha} \bar{u}_{j\beta}$

This process receives contributions from the exchange of a gluino or neutralino in the $t$–channel; if $i = j$, there are also $s$–channel gluon, photon and $Z$ exchange contributions. The corresponding Feynman diagrams are shown in Fig. 4.5.

Figure 4.5: Feynman diagrams contributing to $u_i \bar{u}_j \rightarrow \tilde{u}_{i\alpha} \bar{u}_{j\beta}$. The notation for the $t$–channel diagram is as in Fig. 4.2. The gauge boson exchanged in the second, $s$–channel, diagram, which only exists if $i = j$, can be a gluon, a photon or a $Z$ boson.

The squared spin– and color–averaged matrix element is given by

$$ |M|^2 = \Phi(\tilde{u}_{i\alpha}, \bar{\tilde{u}}_{j\beta}, 1) + \Upsilon(u_i, \bar{u}_i, \tilde{u}_{i\alpha}, \bar{\tilde{u}}_{i\alpha}, 2)\delta_{ij}\delta_{\alpha\beta} + \Omega(u_i, \bar{u}_i, \tilde{u}_{i\alpha}, \bar{\tilde{u}}_{i\alpha}, 3)\delta_{ij}\delta_{\alpha\beta}.$$  (4.20)

The color factors of the pure $t$–channel neutralino and gluino contributions, the $s$–channel $\gamma, Z$, gluon contributions and the interference terms are given by

$$c_1(l, k) = \begin{pmatrix}
1 & 1 & 1 & 1 & 0 \\
1 & 1 & 1 & 1 & 0 \\
1 & 1 & 1 & 1 & 0 \\
1 & 1 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 & 2/9
\end{pmatrix}, \quad c_2(l, k) = \begin{pmatrix}
1 & 1 & 0 \\
1 & 1 & 0 \\
0 & 0 & 2/9
\end{pmatrix},$$

$$c_3(l, k) = \begin{pmatrix}
1 & 1 & 1 & 1 & 4/9 \\
1 & 1 & 1 & 1 & 4/9 \\
\end{pmatrix}.$$  (4.21)
The colour factors are
\[ a(l, \bar{u}_{i\alpha}) = a_{X_l/\bar{g}}(\bar{u}_{i\alpha}), \quad b(l, \bar{u}_{i\alpha}) = b_{X_l/\bar{g}}(\bar{u}_{i\alpha}), \quad a'(l, \bar{u}_{j\beta}) = b_{X_l/\bar{g}}(\bar{u}_{j\beta}), \quad b'(l, \bar{u}_{j\beta}) = b_{X_l/\bar{g}}(\bar{u}_{j\beta}), \quad e(l, u_i, \bar{u}_i) = e_{\gamma/Z/g}(u_i, \bar{u}_i), \quad f(l, u_i, \bar{u}_i) = q_{\gamma/Z/g}(u_i, \bar{u}_i), \quad c(l, \bar{u}_{i\alpha}, \bar{u}_{i\alpha}) = c_{\gamma/Z/g}(\bar{u}_{i\alpha}, \bar{u}_{i\alpha}). \]

Recall that in \( s \)-channel diagrams \( l = 1 \) stands for a photon, \( l = 2 \) for a \( Z \)-boson, and \( l = 3 \) for a gluon. The explicit expressions for the couplings of these gauge bosons can be found in Eqs. (B.4) and (B.5) in the Appendix.

### 4.4.2 \( u_i \bar{u}_i \to \tilde{q}_{j\alpha} \tilde{q}_{j\alpha}, \quad i \neq j \)

Since the flavor in the initial and final state is different, only the \( s \)-channel diagrams of Fig. 4.5 contribute. The squared spin- and color-averaged matrix element is thus simply given by
\[ \overline{|M|^2} = \Upsilon(u_i, \bar{u}_i, \tilde{q}_{j\alpha}, \tilde{q}_{j\alpha}, 1). \]

The colour factors are
\[ c_1(l, k) = \begin{pmatrix} 1 & 1 & 0 \\ 1 & 1 & 0 \\ 0 & 0 & 2/9 \end{pmatrix}. \]

The couplings to be inserted in Eqs. (4.8) can be read off from Eqs. (4.22).

### 4.4.3 \( u_i \bar{d}_j \to \tilde{d}_{i\alpha} \tilde{d}_{j\beta} \)

This process receives contributions from chargino exchange in the \( t \)-channel; if \( i = j \), there are also \( s \)-channel contributions with gluon, photon and \( Z \)-exchange. The corresponding Feynman diagrams are shown in Fig. 4.6.

The squared spin- and color-averaged matrix element is given by
\[ \overline{|M|^2} = \Phi(\tilde{d}_{i\alpha}, \tilde{d}_{j\beta}, 1) + \Upsilon(u_i, \bar{u}_i, \tilde{d}_{i\alpha}, \tilde{d}_{i\alpha}, 2)\delta_{ij}\delta_{\alpha\beta} + \Omega(u_i, \bar{u}_i, \tilde{d}_{i\alpha}, \tilde{d}_{i\alpha}, 3)\delta_{ij}\delta_{\alpha\beta}. \]

The respective colour factors for the squared \( t \)-channel, squared \( s \)-channel and the interference terms are given by
\[ c_1 = \begin{pmatrix} 1 & 1 \\ 1 & 1 \\ 1 & 1 \end{pmatrix}, \quad c_2(l, k) = \begin{pmatrix} 1 & 1 & 0 \\ 1 & 1 & 0 \\ 0 & 0 & 2/9 \end{pmatrix}, \quad c_3(l, k) = \begin{pmatrix} 1 & 1 \\ 1 & 1 \\ 4/9 & 4/9 \end{pmatrix}. \]

The couplings to be inserted in Eqs. (4.8) are given by
\[ a(l, \tilde{d}_{i\alpha}) = a_{\tilde{X}_l}^{\tilde{d}_{i\alpha}}, \quad a'(l, \tilde{d}_{j\beta}) = b_{\tilde{X}_l}^{\tilde{d}_{j\beta}}, \quad b(l, \tilde{d}_{i\alpha}) = b_{\tilde{X}_l}^{\tilde{d}_{i\alpha}}, \quad b'(l, \tilde{d}_{j\beta}) = b_{\tilde{X}_l}^{\tilde{d}_{j\beta}}, \quad e(l, u_i, \bar{u}_i) = e_{\gamma/Z/g}(u_i, \bar{u}_i), \quad f(l, u_i, \bar{u}_i) = q_{\gamma/Z/g}(u_i, \bar{u}_i), \quad c(l, \tilde{d}_{i\alpha}, \tilde{d}_{i\alpha}) = c_{\gamma/Z/g}(\tilde{d}_{i\alpha}, \tilde{d}_{i\alpha}). \]
Figure 4.6: Feynman diagrams contributing to $u_i \bar{u}_j \rightarrow \tilde{d}_{i\alpha} \bar{\tilde{d}}_{j\beta}$. The notation for the $t$–channel diagram is as in Fig.4.4. The notation for the second, $s$–channel, diagram, which only exists if $i = j$, is as in Fig. 4.5.

4.4.4 $d_i \bar{d}_j \rightarrow \tilde{q}\bar{q}$

Each of the last three processes has an analogue where all $u$–type (s)quarks are replaced by $d$–type (s)quarks and vice versa. The cross sections for these reactions can be described by simply replacing $u \rightarrow d$ and $d \rightarrow u$ everywhere.

4.4.5 $d_i \bar{u}_j \rightarrow \tilde{d}_{i\alpha} \bar{\tilde{u}}_{j\beta}$

This process receives contributions from the exchange of a gluino or neutralino in the $t$–channel; if $i = j$, there is also an $s$–channel $W$ exchange contribution. The corresponding Feynman diagrams are shown in Fig. 4.7.

The squared spin– and color–averaged matrix element is given by

$$|M|^2 = \Phi(\tilde{d}_{i\alpha}, \bar{u}_{j\beta}, 1) + \Upsilon(d_i, \bar{u}_i, \tilde{d}_{i\alpha}, \bar{u}_{i\alpha}, 2)\delta_{ij}\delta_{\alpha\beta} + \Omega(d_i, \bar{u}_i, \tilde{d}_{i\alpha}, \bar{u}_{i\alpha}, 3)\delta_{ij}\delta_{\alpha\beta}.$$  \hspace{1cm} (4.28)

The color factors for the pure $t$–channel, pure $s$–channel and interference terms are

$$c_1(l, k) = \begin{pmatrix} 1 & 1 & 1 & 1 & 0 \\ 1 & 1 & 1 & 1 & 0 \\ 1 & 1 & 1 & 1 & 0 \\ 1 & 1 & 1 & 1 & 0 \\ 0 & 0 & 0 & 0 & 2/9 \end{pmatrix}, \hspace{1cm} c_2 = 1, \hspace{1cm} c_3 = \begin{pmatrix} 1 & 1 & 1 & 1 & 4/9 \end{pmatrix}.$$  \hspace{1cm} (4.29)
Figure 4.7: Feynman diagrams contributing to $d_i \bar{u}_j \rightarrow \tilde{d}_{ia} \bar{u}_{j\beta}$. The notation for the $t$–channel diagram is as in Fig.4.4. The second, $s$–channel, diagram, which only exists if $i = j$, proceeds via the exchange of a charged $W$ boson.

The couplings to be inserted in Eqs.(4.8) are

$$
\begin{align*}
  a(l, \bar{d}_{ia}) &= a_{\chi^0/\bar{d}_i}(\bar{d}_{ia}), \\
  a'(l, \bar{u}_{j\beta}) &= \left[b_{\chi^0/\bar{u}_{j\beta}}(\bar{u}_{j\beta})\right]^*, \\
  b(l, \bar{d}_{ia}) &= b_{\chi^0/\bar{d}_i}(\bar{d}_{ia}), \\
  b'(l, \bar{u}_{j\beta}) &= \left[a_{\chi^0/\bar{u}_{j\beta}}(\bar{u}_{j\beta})\right]^*, \\
  e(d_i, \bar{u}_i) &= e_W(d_i, \bar{u}_i), \\
  f(d_i, \bar{u}_i) &= f_W(l, d_i, \bar{u}_i).
\end{align*}
$$

Explicit expressions for the couplings of the $W$ boson can be found in Eqs.(B.6) and (B.7) in the Appendix.

Unlike for the processes discussed so far in this Subsection, charge conjugation here leads to a physically different reaction. The cross section for this process can be obtained from Eqs.(4.28)–(4.30) by replacing $(s)$quark couplings with anti–$(s)$quark couplings and vice versa. The new couplings appearing in the $t$–channel diagrams can e.g. be read off from Eqs.(4.16), whereas the couplings in the $s$–channel diagram remain unchanged.

4.4.6 $d_i \bar{u}_i \rightarrow \tilde{d}_{ja} \bar{u}_{j\beta}$, $i \neq j$

This process can only proceed through the exchange of a charged $W$ boson in the $s$–channel. The corresponding Feynman diagram has already been shown in Fig. 4.7. The squared spin– and color–averaged matrix element is simply given by

$$
|\langle M\rangle|^2 = \Upsilon(d_i, \bar{u}_i, \bar{d}_{ja}, \bar{u}_{j\beta}, 1).
$$
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Table 4.1: Total cross sections at the LHC for combined first and second generation squark pair production from quark initial states in 6 mSUGRA benchmark scenarios [152]. All masses are in GeV, $m_0$ and $m_{1/2}$ being the common soft breaking scalar and gaugino masses, respectively, at the scale of Grand Unification, and $m_{˜q}$ giving the average mass of first generation $SU(2)$ doublet squarks. All cross sections are in pb. The last 2 columns show the ratio (QCD + EW) / QCD. Results are shown for the sum over all squark pairs (“total”), as well as for the sum over all combinations of 2 $SU(2)$ doublet squarks (“LL”); in both cases squarks and anti–squarks are included. The cross sections have been calculated in leading order, using the CTEQ5L parton distribution functions [147].

<table>
<thead>
<tr>
<th>Scenario</th>
<th>$m_0$</th>
<th>$m_{1/2}$</th>
<th>$m_{˜q}$</th>
<th>QCD Total</th>
<th>LL</th>
<th>QCD + EW Total</th>
<th>LL</th>
<th>ratio Total</th>
<th>LL</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPS 1a</td>
<td>100</td>
<td>250</td>
<td>560</td>
<td>12.11</td>
<td>3.09</td>
<td>12.55</td>
<td>3.50</td>
<td>1.036</td>
<td>1.133</td>
</tr>
<tr>
<td>SPS 1b</td>
<td>200</td>
<td>400</td>
<td>865</td>
<td>1.57</td>
<td>0.42</td>
<td>1.66</td>
<td>0.499</td>
<td>1.055</td>
<td>1.186</td>
</tr>
<tr>
<td>SPS 2</td>
<td>1450</td>
<td>300</td>
<td>1590</td>
<td>0.0553</td>
<td>0.0132</td>
<td>0.0567</td>
<td>0.0144</td>
<td>1.025</td>
<td>1.091</td>
</tr>
<tr>
<td>SPS 3</td>
<td>90</td>
<td>400</td>
<td>845</td>
<td>1.74</td>
<td>0.464</td>
<td>1.83</td>
<td>0.551</td>
<td>1.055</td>
<td>1.188</td>
</tr>
<tr>
<td>SPS 4</td>
<td>400</td>
<td>300</td>
<td>760</td>
<td>3.10</td>
<td>0.813</td>
<td>3.22</td>
<td>0.927</td>
<td>1.040</td>
<td>1.141</td>
</tr>
<tr>
<td>SPS 5</td>
<td>150</td>
<td>300</td>
<td>670</td>
<td>5.42</td>
<td>1.41</td>
<td>5.66</td>
<td>1.62</td>
<td>1.042</td>
<td>1.152</td>
</tr>
</tbody>
</table>

The cross section for production of the first 2 generation of squark pairs at the LHC is presented, where the leading order (LO) electroweak (EW) contribution to the QCD prediction is taken into account. In performing the numerical analysis, the masses of the particles in the different mSUGRA points [152] are calculated by SoftSUSY [151]. In addition, the electroweak gauge couplings are taken from SoftSUSY. The masses of the gluino and the squarks are on-shell pole masses and the couplings are given in the $\overline{\text{MS}}$ scheme at the squark mass scale. The CTEQ5L parton density functions [147] are used, since only electroweak corrections to the QCD predictions at leading order are considered. The one-loop expression for the QCD coupling $\alpha_s$ is used, where $\Lambda_{\text{QCD}} = 142$ MeV, and 5 active flavors are chosen. The factorization scale and renormalization scale are chosen to be equal and are fixed to the value $\mu_F = \mu_R = m_{˜q}/2$. This leads to small QCD NLO corrections to the LO QCD prediction [146].

4.5 Numerical results

4.5.1 Preliminary remarks

The squared matrix element for the charge conjugated process is identical.
4.5.2 Results

The numerical results are given in Table 4.1. For several mSUGRA scenarios [152], the cross section for squark pair production with and without LO EW contributions to QCD are listed, whereas the cross section for 2 SU(2) doublet squarks in the final state is separately given. All squarks and antisquarks of the first and second generation are considered. The mSUGRA parameters \(m_0\) and \(m_{1/2}\), see Eq. (1.32), are displayed for each benchmark scenario and the average squark mass is given. In addition, the enhancement, expressed as the ratio \((\text{QCD+EW})/\text{QCD}\), are listed.

The cross section heavily depends on the squark mass scale, since the cross section scales like

\[ \sigma \propto \frac{1}{m_\tilde{q}^2}, \]

on parton level, provided the running of the strong coupling constant is not taken into account and the ratios of sparticle masses are fixed. In addition, for large squark masses, i. e. for large Bjorken–x, the parton density functions of the quarks decrease quickly, see Fig. 4.1, and hence further suppress the cross section.

The corrections depend on the gluino mass \(m_{\tilde{g}} \approx 2.5m_{1/2}\) and varying the gluino mass between 0.5 \(m_\tilde{q}\) and 1.2 \(m_\tilde{q}\) changes the QCD cross section between 15% and 20%. The EW contribution also depends on the ratio \(m_{1/2}/m_0\) and for a constant ratio \(m_{1/2}/m_0\), the EW contributions become larger for heavier squarks. The dependence on the gaugino mass is for the EW contributions much stronger than for the QCD case.

The full EW contributions to the QCD predictions are quite small. It never exceeds 6%. However, the electroweak contributions for the production of 2 SU(2) doublet squarks are much more important and can reach up to 20% for SPS 3. This can only be partly explained by the smaller hypercharge interaction compared to the SU(2) gauge interaction. The squared SU(2) gauge coupling \(g'^2 = e^2 / \cos^2 \theta_W\) is compared to the squared U(1) \(g^2 = e^2 / \sin^2 \theta_W\) by a factor \(\cot^2 \theta_W \approx 3.3\) larger. If one considers the results for SPS 1a in Table 4.1, the cross section for the production of 2 SU(2) doublet squarks is 3.5 pb for QCD and EW contribution. The pure QCD cross section is 3.09 pb. Hence, the enhancement due to EW contribution is 0.41 pb. The enhancement of the EW contribution to the pure QCD prediction for the production of all squarks is 0.44 pb. Thus, the cross section, where both final states are not SU(2) doublet squarks, is 0.03 pb, where the exchanged gauge/gaugino is a U(1) \(Y\) boson. It will be shown that destructive interference effects diminish the U(1) \(Y\) contributions. In the next subsection, the origin of all these effects is explained.

4.5.3 Discussion

There are 3 classes of processes, contributing to the squark pair production. Basically, there are reactions, where t– and u–channel can interfere, where there are strong and electroweak contributions from both the t– and u–channel diagrams. The next class of processes is specified by interference between the t– and s–channel diagrams. Again, there can be electroweak and
strong contributions to t– and s–channel diagrams. In the last class of processes, there is no interference between electroweak and strong contributions possible.

In Table 4.2, all processes are listed, which are separated into the 3 groups. Only the first generation is considered and the mSUGRA benchmark SPS 1a [152] is chosen.

**t– and u–channel contributions**

First, start with the processes, where interference between t– and u–channel is possible. The first 7 processes in Table 4.2 belong to this group. Apart from the seventh process, there are both strong and electroweak contributions from both t– and u–channel. In the last process, there is only a gluino t–channel contribution, but for the electroweak part, there are both contributions. In this class of processes, there are 2 distinct reactions. There are reactions, which either require a helicity flip or do not need it. E. g., the process $uu \rightarrow \tilde{u}_L \tilde{u}_L$ requires a helicity flip, i. e. the corresponding amplitude is proportional to the mass of the exchanged gaugino. Since the quark–squark–gaugino gauge couplings couple L–type squarks to left–handed quarks, both initial state quarks are left–handed. Therefore, a helicity flip is required for the exchanged gaugino and the cross section is proportional to the mass of the exchanged gaugino. Because of unification of the gaugino masses at the unified scale, the SU(2) and U(1)$_Y$ gaugino masses are about 3 and 7 times smaller than the gluino mass, see Eq. (1.38), so that the electroweak contributions are further suppressed. However, since both helicities are the same, the total angular momentum is zero ($J = 0$), so that the squarks are in a S–wave. Thus the cross section receives only a single power of the threshold factor:

$$\beta = \sqrt{1 - 4 \frac{m^2_{\tilde{q}}}{s}}. \quad (4.34)$$

This $\beta$–factor originates from the phase space.

The situation is different, if one L–type and one R–type squark are produced. In the case of $\tilde{u}_L \tilde{u}_R$ (process no. 3 in Table 4.2), both initial state up quarks have opposite helicities. Since the exchanged gaugino does not change its helicity, the amplitude is not proportional to the gaugino mass and thus the amplitude is non–vanishing in the limit, where the gaugino is massless. Both spins of the quarks point in the same direction, so that $J = 1$. The final state squarks are now in a P–wave, so that the cross section is proportional to $\beta^3$. One factor of $\beta$ comes from the phase space and the squared matrix element is proportional to $\beta^2$. Therefore processes, which do not require a helicity flip, are suppressed by 2 additional powers of $\beta$.

In the case, where antiparticles are involved, one has to treat an R–type anti-squark as an L–type squark, since

$$\tilde{q}_R = (\bar{q})_L. \quad (4.35)$$


\footnote{For simplicity, equal squark masses are assumed.}
Table 4.2: The 24 different squark pair production processes involving first generation (s)quarks only; charge conjugate reactions are included in the cross section if they differ from the listed ones. The letters $s, t, u$ stand for the existence of $s-$, $t-$ and $u-$channel diagrams, respectively; this is listed separately for strong and electroweak interactions. It is also listed whether the exchange of a fermion in the $t-$ and/or $u-$channel requires a helicity flip. The fifth column describes the threshold behavior of the cross section, in terms of the squark velocity $\beta$ in the center–of–mass frame; a behavior $\propto \beta (\beta^3)$ indicates an $S- \ (P-)$wave cross section. The values of the cross sections are for scenario SPS 1a (see Table 4.1). The last column shows the relative size of the electroweak contributions.

The electroweak contributions of the first group in Table 4.2 enhance the cross section. This can be seen in Eq. (4.7), where the function $\Psi$ is given. The relevant products of couplings
and color factors are positive for the interference between t– and u–channel diagrams. The remaining function is also positive. Thus the interference is constructive.

As explained above, the electroweak contributions are sizable, if both squarks are SU(2) doublet squarks. However the process $uu \rightarrow \tilde{u}_R \tilde{u}_R$ also yields a contribution, which is not negligible. This is due to the large hypercharge. The largest contribution is given by the process $ud \rightarrow \tilde{u}_L \tilde{d}_L$. In this reaction, there is interference from t– and u–channel electroweak diagrams and interference between a t–channel gluino and u–channel chargino diagram. In the limit, where one of the charginos is a pure charged wino, the coupling to a quark and a squark is given by Eq. (B.3)

$$a_{\chi^+_i} (\tilde{u}_L) = -g V_{i1}. \tag{4.36}$$

The corresponding neutralino coupling is given by Eq. (B.1),

$$a_{\chi^0_2} (\tilde{u}_L) = \sqrt{2} g \frac{1}{2} N_{22}^*. \tag{4.37}$$

The chargino coupling is by a factor $\sqrt{2}$ larger compared to the corresponding neutralino coupling. Thus, the electroweak contribution to $\tilde{u}_L \tilde{d}_L$ should be twice as large as the electroweak contributions to $\tilde{u}_L \tilde{u}_L$ or $\tilde{d}_L \tilde{d}_L$. Actually, the enhancement is smaller, since the relative importance of the electroweak contributions to $\tilde{u}_L \tilde{u}_L$ and $\tilde{d}_L \tilde{d}_L$ is enhanced by the destructive interference between both QCD t–channel and u–channel diagrams, see e. g. Eq. (4.21).

All processes, where 2 SU(2) doublet squarks are produced require a helicity flip. In mSUGRA, the electroweak gauginos are much lighter than the gluino due to gaugino mass unification, so that the EW contribution are much smaller than a naive guess based on couplings constant. However, the color factor for the interference terms is 2 times bigger than for the pure QCD amplitudes, see e. g. Eq. (4.10).

One last remark is about the different absolute sizes of the cross section for these 7 processes. In principle, this can be explained by 4 effects. The production of 2 identical particles is suppressed by a statistical factor of 1/2. However, for the production of $\tilde{u}_L \tilde{u}_R$ and $\tilde{d}_L \tilde{d}_R$, the produced squarks require at least a P–wave. Thus the cross section is suppressed by 2 additional powers of $\beta$. This yields a similar suppression as the statistical factor for 2 identical particles and can even lead to a larger suppression, if the squarks are heavier. The flux of valence u–quarks is about 2 times larger than that for the valence d–quarks in the proton. For increasing Bjorken–x, see Fig. 4.1, the ratio of both parton density functions increases. Therefore, for heavier squarks, the dominance of the produced u–squarks over d–squarks is larger for heavier squarks. In mSUGRA, the SU(2) doublet squarks are heavier than the SU(2) singlet squarks, since the masses of the SU(2) doublet squarks receive radiative corrections from the SU(2) gauginos. Thus the pure QCD cross section are somewhat bigger for the production of SU(2) singlet squarks than for SU(2) doublet squarks. If one considers the electroweak contributions to the QCD predictions, the cross sections for the production of SU(2) doublet squarks and SU(2) singlet squarks is about the same, since the electroweak contributions are more important for SU(2) doublet squarks and thus cancel the difference of the cross sections due to the different masses of the SU(2) doublet and singlet squark masses.
t– and s–channel contributions

The 7 processes in this group require an antiquark in the initial state. Pure s–channel reactions require the produced squarks to be in a P–wave, i. e. the cross sections are proportional to the third power of the threshold factor $\beta$. Since one initial parton is an anti–quark, the cross sections are further suppressed by the parton density function. The resulting cross section is therefore considerably smaller than the processes with t– and u–channel interference of the first group. The interference between QCD s–channel and EW t–channel diagrams and EW s–channel and QCD t–channel diagrams is destructive. This can be easily seen in Eq. (4.7), where the function $\Omega$ describes the interference between s– and t–channel diagrams. For interference between QCD and EW, the products of couplings and color factor is positive. However, the remainder of the function $\Omega$ is again negative.

The largest negative contributions yield $q\bar{q} \rightarrow \tilde{q}_L \tilde{q}_L$ ($q = u, d$). As in the previous case, the SU(2) doublet contribution are the most dominant. The process $u\bar{u} \rightarrow \tilde{u}_R \tilde{u}_R$ also gives a sizable contribution due its large hypercharge. The SU(2) neutralino coupling receives a factor $1/2$ from weak isospin, which is smaller than the hypercharge for right–handed u–quark and u–squark. The processes are not proportional to the mass of the exchanged gaugino in the t–channel amplitudes. Thus, the t–channel propagators prefer the lightest exchanged particle and therefore the EW contributions are enhanced compared to the QCD contributions. Moreover, the U(1)$_Y$ are enhanced relative to the SU(2) contribution.

$u\bar{u} \rightarrow \tilde{d}_L \tilde{d}_L$ and $d\bar{d} \rightarrow \tilde{u}_L \tilde{u}_L$ can proceed in QCD only through s–channel diagrams, but receive EW contributions from t–channel (chargino exchange) diagrams. The interference between these diagrams is again destructive. However, for these reactions this is over–compensated by the squared EW t–channel contribution. The absence of QCD t–channel diagrams makes the pure QCD and interference contributions quite small. On the other hand, the factor $\sqrt{2}$ in each chargino coupling relative to the $SU(2)$ neutralino coupling enhances the pure EW t–channel contribution. For the case at hand, the pure QCD, pure EW and interference contributions are of roughly equal absolute size; nevertheless, because of the strong cancellation between the pure electroweak and interference contributions, the total effect of the EW contributions only amounts to a few percent. The total cross sections for these processes therefore remain very small.

The relatively mild suppression of the $\tilde{u}_L \tilde{d}_L$ final state, which is also accessible via $SU(2)$ interactions, can be explained from the observation that here no QCD s–channel diagram contributes. This reduces the number of interference terms, but does not change the pure QCD contribution much, since here s–channel diagrams are subdominant.

No interference contribution

The last 10 processes of Table 4.2 have no contributions from interference between QCD and EW diagrams. The first 8 reactions proceed through a t–channel diagram and the last 2 through a s–channel diagram. Since one of the final state squarks is always a SU(2) singlet squark, only U(1)$_Y$ interactions can contribute. Thus the positive EW contributions are very small.
Apart from the last 2 reactions, the cross sections are quite large. E. g., the reaction $ud \rightarrow \tilde{u} \tilde{d}$ yields the largest cross section. The reason is that this reaction has 2 initial valence quarks and produced squarks are in S–wave and therefore the cross sections are only suppressed by one $\beta$ factor.

**The smallness of the EW hypercharge contribution**

After having discussed Table 4.2, the smallness of the EW contribution to the total cross section due to hypercharge interaction can be understood. The hypercharge contributions in the first group lead to a small positive enhancement of the relatively large cross sections. The cross sections in the second group are much smaller, but there are large destructive interference. In total, the U(1)$_Y$ contributions remain positive. The reactions in the third group yield very small positive contributions due to hypercharge interactions and further reduces the importance of the hypercharge contributions.

**Gaugino mass dependence**

In discussing the different electroweak contributions, it turns out that the most important EW contributions are from the interference between QCD t–channel and EW u–channel and vice versa. The largest EW contributions are from production of 2 SU(2) doublet squarks, but it requires a helicity flip and therefore the matrix element is proportional to the mass of the exchanged gaugino. Thus the electroweak contributions are more dominant for increasing ratio between gaugino and squark masses. In mSUGRA, the squark masses are proportional to $m_{1/2}$, if $m_0 \leq m_{1/2}$. Thus, the ratio between the squark and gaugino masses become independent of $m_{1/2}$ in this case. In this limit, the relative importance of the EW contributions becomes insensitive to $m_{1/2}$ for fixed squark mass.

So far, all mSUGRA scenarios assume the gaugino mass unification at the unification scale. Thus the electroweak gauginos are much lighter than the gluino. The dominant EW contributions are proportional to a product of a gluino and an electroweak gaugino mass. Thus, the EW contributions are sensitive to the ratio of the electroweak gaugino mass and the gluino mass. In Fig. 4.8, the SU(2) gaugino mass $M_2$ is varied at the weak scale, where all other parameter are kept constant. Here, and in the subsequent figures, the production of 2 SU(2) doublet (anti–) squarks is only taken into account. The electroweak contributions become maximal for $M_2 = m_{\tilde{q}}$, since the interference term is proportional

$$\frac{M_2}{|t - M_2^2|}$$

and is maximal for $M_2 = m_{\tilde{q}}$. In Fig. 4.8, one can see, that in a scenario, where the squark and electroweak gaugino mass are the same and for very large squark masses, the EW contributions can enhance the cross section by about 50%. In SPS 2, the contributions are somewhat smaller, since the squark and the gluino mass are smaller, so that the interference term is suppressed. In SPS 1a, the EW contributions yield an enhancement of about 20%. In this scenario, the squark masses are very light. Here, the processes of the second group significantly contribute
as will be shown below. The interference term is destructive and does not require a helicity flip. Thus, the EW contributions decrease with increasing electroweak gaugino mass. Thus in SPS1a, the curve reaches its maximum for larger values of $M_2$.

In anomaly–mediated supersymmetry breaking [153], the products of electroweak and QCD
gaugino masses are negative. If one changes the sign of the parameter $M_2$ and keeps the sign of the gluino mass, the sign of the t–u interference terms, which require a helicity flip, are changed. In Fig. 4.8, one can see that a large and negative $M_2$ can reduce the QCD contributions. The relative size of the EW contributions is slightly smaller than that for positive $M_2$. This is partly because the sign of the $U(1)_Y$ gaugino mass was not changed, keeping the corresponding contribution positive (but very small). Moreover, the cross sections for the (subdominant) processes in the second group remain essentially unchanged when the sign of $M_2$ is flipped; recall that in group 3, processes do not contribute here.

Altogether, the total cross section for the production of 2 SU(2) (anti-)squarks can change by up to a factor 2.5 as $M_2$ is varied between $-m_{\tilde{q}}$ and $m_{\tilde{q}}$, provided the squarks are quite heavy and the mass of the squarks and gluino is roughly the same.

$p_{T, \tilde{q}}$ distribution

In mSUGRA, the electroweak gauginos are about 3 and 7 times lighter than the gluino, so that the EW contributions are most prominent for small transverse momenta as it is shown in Fig. 4.9. It shows the ratio of the tree–level differential cross section with and without EW contributions. The Fig. 4.9 can be understood by the following considerations. For the sake of simplicity, it is assumed that the masses of the squarks are degenerate. Then the momenta of both outgoing sparticles with mass $m_{\tilde{q}}$ in the center of mass system (CMS) is given by,

$$p_{CM}^2 = \frac{1}{4}[s - (2m_{\tilde{q}})^2]. \quad (4.39)$$

With $p_T = p_{CM} \sin \theta$, where $\theta$ is the cms scattering angle, the partonic cms energy and the squark transverse momenta can be written as

$$\hat{s} = \frac{4p_T^2}{\sin^2 \theta} + 4m_{\tilde{q}}^2. \quad (4.40)$$

The parton flux is largest for smallest $\hat{s}$. Eq. (4.40) is minimal for $\sin^2 \theta = 1$, provided $p_T$ is sizable.

The denominator of the t–channel can be written as

$$\hat{t} - M_V^2 = m_{\tilde{q}}^2 - \frac{\hat{s}}{2}(1 - \beta \cos \theta) - M_V^2, \quad (4.41)$$

where $M_V$ is the mass of the exchanged gaugino. The u–channel propagator is obtained by replacing $\cos \theta$ with $-\cos \theta$ and replacing the Mandelstam variable $\hat{t} \rightarrow \hat{u}$. Both propagator prefer large $\beta |\cos \theta|$, so that the expression in the brackets in Eq. (4.41) is close to zero. But the t– and u–channel propagators prefer different signs of $\cos \theta$. The dominant EW contributions are from the interference terms between t– and u–channel diagrams, whose cross sections are proportional to a single power of the threshold factor $\beta$. Since the parton density functions fall of very quickly, the most important electroweak contributions prefer small values of $\beta$ even for
Figure 4.9: The ratio of QCD+EW to pure QCD predictions for the production of two SU(2) doublet (anti–)squarks at the LHC as a function of the squark transverse momentum. The same mSUGRA scenarios are used as in Table 4.1.

small $p_T$. As an approximation, terms proportional to $\beta|\cos\theta|$ can be ignored. The ratio of EW and QCD t– and u–channel propagators is given by,

$$\frac{\text{EW}}{\text{QCD}} = \frac{s/2 - m_q^2 + M_{\tilde{g}}^2}{s/2 - m_q^2 + M_{\tilde{W}}^2} \approx \frac{2p_T^2 + m_q^2 + M_{\tilde{g}}^2}{2p_T^2 + m_q^2 + M_{\tilde{W}}^2}, \quad (4.42)$$

where $M_{\tilde{W}}$ is the mass of the chargino or neutralino and $M_{\tilde{g}}$ denotes the mass of the gluino. For many mSUGRA scenarios in Table 4.1, the gluino and squark masses are of the same order and much larger than the electroweak gauginos. Thus for small $p_T$, the interference term is
enhanced by a factor of 2. In SPS 2, the squark masses are much larger than the gluino mass and thus the enhancement vanishes.

The propagator enhancement of the EW contributions disappears for $2p_T \gg m_{\tilde{q}}^2$. At large $p_T$, the processes of the first group are not dominant. The production of 2 SU(2) doublet squarks in the final state requires a helicity flip, so that the amplitude is proportional to the mass of the exchanged gaugino. For large $p_T$, the product of 2 gaugino masses in the cross section must be divided by $p_T^2$ relative to processes without helicity flip due to dimensional considerations. The only processes, which do not require a helicity flip for the production of 2 SU(2) doublet squarks, are found in the second group. However, one initial parton is always an anti–quark and the flux of anti–quarks falls much faster for increasing $\hat{s}$. The interference between QCD and EW diagrams is negative, so that for large $p_T$, the cross section should be suppressed by the EW contributions. But it is not clear, which suppressing factor is more dominant for large $p_T$. Either the factor $p_T^{-2}$ or the quickly falling parton density functions can be more important. For heavier squarks, the suppressing due to parton density functions are more important as can be seen in Eq. (4.40). This observation can be seen in Fig. 4.9, where the largest EW contributions are given in scenarios with the heaviest squarks. On the other hand, in SPS 1a, where the squarks have the smallest mass of all the mSUGRA scenarios in Table 4.2, the cross sections is suppressed by 3% for large $p_T$ due to the EW contributions. Thus numerically, it is shown that the processes of the second group give a sizable contribution, but do not really dominate.

**Squark mass dependence**

The EW contributions become more important with increasing squark mass scale. This can be seen in Table 4.1. The processes of the second group are suppressed by $\beta^3$. In addition, one of the initial state is an anti–quark. Increasing the squark mass, $\beta$ is reduced and therefore the processes in the second group are suppressed. Heavier squark masses means, that larger values of Bjorken–x are necessary and thus the flux of the anti–quarks is reduced. Processes of the first group have a cross section proportional to $\beta$. Processes contributing large positive EW contributions have 2 valence quarks as initial states. For heavier squarks, i.e. for larger Bjorken–x, the flux of quarks do not drop as quickly as for the anti–quarks. Thus increasing the squark mass scale, the relative importance of processes of the second group are decreased or in other word, the relative importance of the processes of the first group is enhanced. Hence, the electroweak contribution are enhanced.

In Fig. 4.10, the ratio of the cross section for 2 SU(2) doublet squarks between the QCD and EW contribution and the pure QCD contribution is shown. The ratio is given as a function of the average squark mass. Generating the curves, the ratios of the dimensionful mSUGRA parameters, namely, $m_0$, $A_0$ and $m_{1/2}$ are kept fixed. This corresponds to the benchmark slopes of Ref. [152]. In SPS 1a, where the gaugino masses are relatively large, the EW contribution can increase the cross section by more than 30% for $m_{\tilde{q}} = 2$ TeV. Heavier squarks cannot be detected at the LHC. A scenario, where $m_0 = -A_0 = 4.5m_{1/2}$, is also shown in Fig. 4.10. The EW contribution reach up to 13% for $m_{\tilde{q}} = 2$ TeV. This curves include a scenario, which is very similar to SPS 2. However, the corresponding slope [152] does not allow small squark masses.
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The maximal relative size of the EW contributions in Fig. 4.10 exceeds that of the most favorable single process in Table 4.2. Thus the result of Fig. 4.10 cannot be entirely due to the change of the relative weights of the various processes in Table 4.2. The EW contributions get more important for increasing squark mass scale. This can be understood by looking closer at the t– and u–channel propagators. If the threshold factor $\beta$ is very large (for small squark masses), the t– and u–channel propagators of the pure QCD contributions favor large values of $\cos \theta$ relative to the interference term of the pure QCD predictions. The interference terms prefer different signs of $\cos \theta$. Increasing the overall squark mass scale increases the relative importance of the interference terms compared to the squared t– and u–channel contributions. Since the QCD interference term is destructive, the importance of the EW contributions is enhanced.

4.6 Experimental signals

It is important to separate the SU(2) doublet squarks from the SU(2) singlet squarks in the signal, since the largest EW contributions can be found in the production of 2 SU(2) doublet squarks. If at least one SU(2) singlet state is produced, the EW contributions are greatly suppressed.

For the case $m_{\tilde{g}} \geq m_{\tilde{q}} > |M_2|, |M_1|$, the decay of a SU(2) doublet squark is very different compared to the decay for the SU(2) singlet squark. The SU(2) singlet squarks mainly decay into the neutralino with the largest bino component [154]. In mSUGRA, the lightest neutralino has the largest bino component. The SU(2) doublet squarks mainly decay into gauginos, which have large SU(2) gaugino components. In mSUGRA, these are the $\tilde{\chi}_2^0$ and $\tilde{\chi}_1^\pm$. Since the SU(2) singlet squarks decay into the lightest neutralino and a quark, the SU(2) doublet squarks can be experimentally enhanced by requiring the presence of energetic, isolated charged leptons in addition to $\geq 2$ jets and missing transverse momentum [155].

If $m_{\tilde{g}} < m_{\tilde{q}}$, the situation is more complicated. Most squarks will now decay into a gluino and a quark. But still a significant number of SU(2) doublet squarks can decay into charginos and neutralinos.

In models with explicit R–parity violation, the SU(2) doublet squarks can have very different decay channels compared to the SU(2) singlet squarks [156].

4.7 Summary and conclusions

In this work electroweak (EW) contributions to the production of 2 squarks or anti–squarks are analyzed at the LHC. Explicit expressions are provided for the squared matrix elements for all processes with (anti–)quarks in the initial state, allowing for different squark masses in the final state. Not surprisingly, corrections due to SU(2) interactions are more important than those from $U(1)_Y$ interactions. In both cases the dominant effect is from the interference of electroweak and QCD interactions. The sign of the interference between EW t– and QCD u–channel diagrams (or vice versa) is positive (negative) for equal (opposite) signs of the
Figure 4.10: The ratio of QCD+EW to pure QCD predictions for the production of two \( SU(2) \) doublet (anti–)squarks at the LHC as a function of the squark mass. The upper (lower) curve is for \( m_0 = 0.4m_{1/2} \) (\( m_0 = 4.5m_{1/2} \)), with the overall scale of these soft breaking parameters being varied.

The physical significance of the results is threefold:

- The EW contributions can change the total cross section significantly. Focusing on the production of two \( SU(2) \) doublet (\( L \)-type) squarks, the contributions with interference between \( t \)- and \( u \)-channel diagrams are dominant. For squark masses near the discovery
reach of the LHC, EW effects can reduce or enhance the total cross section by more than a factor 1.5, if the absolute value of the $SU(2)$ gaugino soft breaking mass is near $m_{\tilde{q}}$; even in scenarios with gaugino mass unification the EW contribution can still change the cross section for the production of 2 $SU(2)$ doublet squarks by more than a factor 1.3. Recall that $SU(2)$ doublet squarks often lead to different final states than singlet squarks do, allowing to distinguish these modes experimentally.

- The EW contributions might give a new, independent handle on the gaugino mass parameters. In particular, they are sensitive to relative signs between gaugino mass parameters, which might be difficult to determine using kinematical distributions only. For example, in anomaly–mediated supersymmetry breaking [153] the products of electroweak and QCD gaugino masses are negative. In order to realize this potential, both the experimental and the theoretical uncertainties should be reduced to the 10% level. This is certainly challenging, but should eventually be possible if squarks are not too heavy.

- The EW contributions allow production of 2 squarks without color connection between the squarks. In contrast, at least in leading order QCD diagrams for squark production, there is color flow between the 2 squarks. The absence of such a flow could in principle give rise to a rapidity gap, i.e. a rapidity region into which no QCD radiation is emitted; such radiation would then only occur in the region between the squark and the quark from which it was produced (and from which it inherited its color). This is completely analogous to the gap predicted for ordinary (non–supersymmetric) two–jet events produced at hadron colliders via electroweak interactions [148].
Chapter 5

Summary

Supersymmetry (SUSY) stabilizes the hierarchy between the electroweak scale and the scale of grand unified theories (GUT) or the Planck scale. The simplest supersymmetric extension of the SM, the minimal supersymmetric SM (MSSM) solves several phenomenological problems, e.g. the gauge couplings unify and the lightest supersymmetric particle (LSP) is a dark matter candidate. In this thesis, Jarlskog invariants, squark pair production at the LHC and massive neutrinos are discussed in the framework of the MSSM and its extensions.

The SM contains one flavor–dependent CP–violating phase in the quark Yukawa sector. It can be expressed as a basis-independent CP–odd object, known as the Jarlskog invariant. CP violation is possible if and only if the Jarlskog invariant is non–zero. The leptonic sector is much more complicated. Assuming, that the light neutrino masses are generated via the seesaw mechanism, the effective neutrino mass matrix is a Majorana type. This results in 3 additional CP phases and more complicated CP–odd invariants. In this thesis, the generalization of the Jarlskog invariant to supersymmetric models with right–handed neutrinos has been constructed. The results are that CP violation in supersymmetric models is controlled by CP–odd invariants of the conventional Jarlskog–type (“J–invariants”) as well as those involving antisymmetric products of 3 Hermitian matrices (“K–invariants”), which cannot be expressed in terms of the former. The presence of right–handed neutrinos brings in new features, in particular, Majorana–type CP phases in supersymmetric as well as soft terms. It has been shown that the corresponding CP–odd invariants are built out of Hermitian objects involving a product of 2 or 4 flavor matrices as opposed to 2 in the Dirac case. This complicates the analysis, on one hand, but allows for interesting features, on the other hand. For example, CP violation is possible even if the neutrinos are all degenerate. A main result is that there are 39 physical CP phases and corresponding CP–odd invariants which control CP violation in the lepton sector of the MSSM with right–handed neutrinos. Below the seesaw scale, the low energy theory is described by 18 CP phases which can again be linked to 18 independent CP invariants. Basis–independent conditions for CP conservation in the non–degenerate case have been formulated.
The inclusion of *renormalizable* lepton-number violating terms to the MSSM superpotential, namely the baryon triality model (B₃), perturbatively generates neutrino masses. The neutrinos mix with the Higgsino components of the neutralinos, resulting in 1 massive neutrino at tree–level. The other 2 neutrinos obtain masses through radiative corrections from the tri–linear terms in the superpotential. However, 36 new parameters are added to the MSSM superpotential. A simple ansatz for the B₃ Yukawa couplings has been presented in this work, relating them directly to the corresponding Higgs Yukawa couplings via a small set of parameters. This reduces the free B₃ parameters from 36 to 6. The precise values of the parameters, that give the correct neutrino masses, have been numerically determined. A distinguishing feature of B₃ neutrino models is that they require couplings, which are directly observable at collider experiments. The resulting collider signals for the case of a stau LSP have been discussed. Depending on the fit values, a wide range for the possible branching ratios of the stau-LSP has been presented.

With the start of the large hadron collider imminent, it is necessary to precisely know the squark pair cross section, which is one of the largest SUSY cross section. In this thesis, tree–level electroweak (EW) contributions have been calculated in the MSSM. Diagrams with the exchange of neutralinos and charginos are included. In both cases, the dominant contribution is from the interference between electroweak and QCD interactions. The sign of the interference between EW t– and QCD u–channel diagrams (or vice versa) is positive (negative) for equal (opposite) signs of the electroweak and QCD gaugino mass parameters. Interference between EW t– and QCD s–channel diagrams (or vice versa) is usually negative, and independent of the sign of the gaugino mass parameters. Corrections due to SU(2) interaction are more important than those from U(1)Y interactions. In specific regions of parameter space, this can change the SU(2) doublet squark pair production cross section from −40% to +55%.
Appendix A

Independent CP–odd invariants

The matrices of the first column of Table 2.1 are labelled by $X_i$, second – $Y_i$, and third – $Z_i$, where $i$ refers to the row number. Then the 39 independent invariants can be chosen as

\[
\begin{align*}
\text{Tr}[X_1, X_2]^3, & \quad (A.1) \\
\text{Tr}[X_1, X_2]X_3, & \quad (A.2) \\
\text{Tr}[X_1, X_2^2]X_3, & \quad (A.3) \\
\text{Tr}[X_1, X_2^3]X_3, & \quad (A.4) \\
\text{Tr}[X_1, X_2]X_4, & \quad (A.5) \\
\text{Tr}[X_1, X_2^2]X_4, & \quad (A.6) \\
\text{Tr}[X_1, X_2^3]X_4, & \quad (A.7) \\
\text{Tr}[X_1, X_2]X_5, & \quad (A.8) \\
\text{Tr}[X_1, X_2^2]X_5, & \quad (A.9) \\
\text{Tr}[X_1, X_2^3]X_5, & \quad (A.10) \\
\text{Tr}[X_1, X_2]X_6, & \quad (A.11) \\
\text{Tr}[X_1, X_2^2]X_6, & \quad (A.12) \\
\text{Tr}[X_1, X_2^3]X_6, & \quad (A.13) \\
\text{Tr}[X_1, X_2]X_7, & \quad (A.14) \\
\text{Tr}[X_1, X_2^2]X_7, & \quad (A.15) \\
\text{Tr}[X_1, X_2^3]X_7, & \quad (A.16) \\
\end{align*}
\]

\[
\begin{align*}
\text{Tr}[Y_1, Y_3]Y_2, & \quad (A.17) \\
\text{Tr}[Y_1^2, Y_3]Y_2, & \quad (A.18) \\
\text{Tr}[Y_1, Y_3^2]Y_2, & \quad (A.19) \\
\text{Tr}[Y_1, Y_3]Y_4, & \quad (A.20) \\
\text{Tr}[Y_1^2, Y_3]Y_4, & \quad (A.21) \\
\text{Tr}[Y_1, Y_3^2]Y_4. & \quad (A.22)
\end{align*}
\]
Similarly, labelling entries of the first column of Table 2.2 by \( A_i \) and those of the second column by \( B_i \), the following 18 independent invariants are:

\[
\begin{align*}
\text{Tr}[Z_1, Z_3]Z_2, & \quad (A.23) \\
\text{Tr}[Z_1^2, Z_3]Z_2, & \quad (A.24) \\
\text{Tr}[Z_1, Z_3^2]Z_2, & \quad (A.25) \\
\text{Tr}[Z_1, Z_3]Z_4, & \quad (A.26) \\
\text{Tr}[Z_1^2, Z_3]Z_4, & \quad (A.27) \\
\text{Tr}[Z_1, Z_3^2]Z_4, & \quad (A.28) \\
\text{Tr}[Z_1, Z_3]Z_5, & \quad (A.29) \\
\text{Tr}[Z_1^2, Z_3]Z_5, & \quad (A.30) \\
\text{Tr}[Z_1, Z_3^2]Z_5, & \quad (A.31) \\
\text{Tr}[Z_1, Z_4]Z_6, & \quad (A.32) \\
\text{Tr}[Z_1^2, Z_3]Z_6, & \quad (A.33) \\
\text{Tr}[Z_1, Z_3^2]Z_6, & \quad (A.34) \\
\text{Tr}[Z_1^2, Z_3]Z_7, & \quad (A.35) \\
\text{Tr}[Z_1, Z_3^2]Z_7, & \quad (A.36) \\
\text{Tr}[Z_1, Z_3]Z_8, & \quad (A.37) \\
\text{Tr}[Z_1^2, Z_3]Z_8, & \quad (A.38) \\
\text{Tr}[Z_1, Z_3^2]Z_8. & \quad (A.39)
\end{align*}
\]
\[ \text{Tr}[A_1, A_6]^3, \quad (A.40) \]
\[ \text{Tr}[A_5, A_1]A_6, \quad (A.41) \]
\[ \text{Tr}[A_6^2, A_1]A_6, \quad (A.42) \]
\[ \text{Tr}[A_5, A_1]A_2, \quad (A.43) \]
\[ \text{Tr}[A_6^2, A_1]A_2, \quad (A.44) \]
\[ \text{Tr}[A_5, A_1^2]A_2, \quad (A.45) \]
\[ \text{Tr}[A_5, A_1]A_3, \quad (A.46) \]
\[ \text{Tr}[A_6^2, A_1]A_3, \quad (A.47) \]
\[ \text{Tr}[A_5, A_2^2]A_3, \quad (A.48) \]
\[ \text{Tr}[A_5, A_1]A_4, \quad (A.49) \]
\[ \text{Tr}[A_6^2, A_1]A_4, \quad (A.50) \]
\[ \text{Tr}[A_5, A_1^2]A_4, \quad (A.51) \]
\[ \text{Tr}[B_1, B_3]B_2, \quad (A.52) \]
\[ \text{Tr}[B_2^3, B_3]B_2, \quad (A.53) \]
\[ \text{Tr}[B_1, B_3^2]B_2, \quad (A.54) \]
\[ \text{Tr}[B_1, B_3]B_4, \quad (A.55) \]
\[ \text{Tr}[B_2^3, B_3^2]B_4, \quad (A.56) \]
\[ \text{Tr}[B_1, B_3^2]B_4. \quad (A.57) \]
Appendix B

Couplings

In this Appendix explicit expressions are given for all the couplings appearing in Sec. 4.2, using the notation of [150]. Only couplings of squarks are listed. The corresponding couplings of anti–squarks can be obtained using relations (4.12) and (4.16).

B.0.1 Neutralino and Gluino Couplings

Since gluino and neutralino exchange always occur together, they are labelled with the subscript \( l \), with \( l \in \{1, 2, 3, 4\} \) denoting the \( l \)–th neutralino mass eigenstate and \( l = 5 \) denoting the gluino. The relevant left– and right–handed quark–squark–gaugino couplings are given, generically denoted by \( a \) and \( b \), respectively. The relevant neutralino couplings are:

\[
\begin{align*}
\alpha \bar{\chi}_l^0 (\bar{d}_{i\alpha}) &= -\delta_{1\alpha} \sqrt{2} g \left( \frac{1}{2} N_{l2}^* - \frac{1}{6} \tan \theta_W N_{l1}^* \right), \\
\beta \bar{\chi}_l^0 (\bar{d}_{i\alpha}) &= \delta_{2\alpha} \sqrt{2} g \tan \theta_W N_{l1}, \\
\alpha \bar{\chi}_l^0 (\bar{u}_{i\alpha}) &= \delta_{1\alpha} \sqrt{2} g \left( \frac{1}{2} N_{l2}^* + \frac{1}{6} \tan \theta_W N_{l1}^* \right), \\
\beta \bar{\chi}_l^0 (\bar{u}_{i\alpha}) &= -\delta_{2\alpha} \frac{2\sqrt{2}}{3} g \tan \theta_W N_{l1}.
\end{align*}
\]

(B.1)

Here \( \alpha = 1, 2 \) stands for an \( L–(R–) \) type squark, and \( N_{l1} \) and \( N_{l2} \) stand for the \( U(1)_Y \) (bino) and \( SU(2) \) (neutral wino) components of \( \bar{\chi}_l^0 \), respectively. Quark mass effects are neglected, and hence also Yukawa contributions to the neutralino couplings. Finally, \( g \) is the \( SU(2) \) gauge coupling, and \( \theta_W \) is the weak mixing angle.

The corresponding gluino couplings are:

\[
\begin{align*}
\alpha \bar{\gamma} (\bar{d}_{i\alpha}) &= -\delta_{1\alpha} g_s \sqrt{2}, \\
\beta \bar{\gamma} (\bar{d}_{i\alpha}) &= \delta_{2\alpha} g_s \sqrt{2}, \\
\alpha \bar{\gamma} (\bar{u}_{i\alpha}) &= -\delta_{1\alpha} g_s \sqrt{2}, \\
\beta \bar{\gamma} (\bar{u}_{i\alpha}) &= \delta_{2\alpha} g_s \sqrt{2}.
\end{align*}
\]

(B.2)

where \( g_s \) is the \( SU(3) \) gauge coupling.
B.0.2 Chargino Couplings

For a given process, charginos cannot be exchanged in diagrams of the same topology as neutralinos and gluinos. Here the subscript \( l \) labeling the exchanged particle therefore only runs from 1 to 2, corresponding to the two chargino mass eigenstates in the MSSM. Their relevant couplings are:

\[
\begin{align*}
    a_{\tilde{\chi}_1^+(\tilde{d}_i\alpha)} &= -gU_1\delta_{1\alpha}, \\
    b_{\tilde{\chi}_1^+(\tilde{d}_i\alpha)} &= 0, \\
    a_{\tilde{\chi}_1^+(\tilde{u}_i\alpha)} &= -gV_1\delta_{1\alpha}, \\
    b_{\tilde{\chi}_1^+(\tilde{u}_i\alpha)} &= 0.
\end{align*}
\] (B.3)

The vanishing of the right–handed, \( b \)-type couplings is again due to our neglect of Yukawa couplings.

B.0.3 Gauge Boson Couplings

Here \((s-\text{channel})\) diagrams with photon, \( Z \) boson and gluon exchange always occur together. Therefore these particles are labelled with subscript \( l \), \( l = 1, 2, 3 \) standing for the \( \gamma, Z \) boson and gluon, respectively. \( e \) and \( f \) represent the left– and right–handed gauge boson–quark–anti-quark couplings,

\[
\begin{align*}
    e_\gamma(d_i, \bar{d}_i) &= f_\gamma(d_i, \bar{d}_i) = \frac{1}{3}g \sin \theta_W, \\
    e_\gamma(u_i, \bar{u}_i) &= f_\gamma(u_i, \bar{u}_i) = -\frac{2}{3}g \sin \theta_W, \\
    e_Z(d_i, \bar{d}_i) &= \frac{g}{\cos \theta_W} \frac{1}{2} \left( 1 - \frac{2}{3} \sin^2 \theta_W \right), \\
    f_Z(d_i, \bar{d}_i) &= -\frac{g}{\cos \theta_W} \frac{1}{3} \sin^2 \theta_W, \\
    e_Z(u_i, \bar{u}_i) &= -\frac{g}{\cos \theta_W} \frac{1}{2} \left( 1 - \frac{4}{3} \sin^2 \theta_W \right), \\
    f_Z(u_i, \bar{u}_i) &= \frac{g}{\cos \theta_W} \frac{2}{3} \sin^2 \theta_W, \\
    e_g(d_i, \bar{d}_i) &= f_g(d_i, \bar{d}_i) = e_g(u_i, \bar{u}_i) = f_g(u_i, \bar{u}_i) = -g_s.
\end{align*}
\] (B.4)
Their couplings to a squark and an anti–squark, generically denoted by $c$, are:

$$
c_{\gamma}(\tilde{d}_{i\alpha}, \tilde{d}_{i\alpha}) = \frac{1}{3}g \sin \theta_W ,
$$

$$
c_{\gamma}(\tilde{u}_{i\alpha}, \tilde{u}_{i\alpha}) = -\frac{2}{3} \sin \theta_W ,
$$

$$
c_{Z}(\tilde{d}_{i\alpha}, \tilde{d}_{i\alpha}) = \frac{g}{\cos \theta_W} \left( \cos \theta_W^2 \left( \frac{\sin^2 \theta_W}{2} \right) \right) ,
$$

$$
c_{Z}(\tilde{u}_{i\alpha}, \tilde{u}_{i\alpha}) = \frac{g}{\cos \theta_W} \left( -\cos \theta_W^2 (\frac{\cos \theta_W^2}{2} \right) \right) ,
$$

$$
c_{g}(\tilde{d}_{i\alpha}, \tilde{d}_{i\alpha}) = c_{g}(\tilde{u}_{i\alpha}, \tilde{u}_{i\alpha}) = -g_s .
$$

Note that in the absence of $L - R$ mixing, the couplings listed in Eq.(B.5) are nonzero only if both the squark and the anti–squark are $SU(2)$ doublets ($\alpha = 1$), or both are singlets ($\alpha = 2$).

Finally, in some cases there are $s$–channel diagrams in which a $W$–boson is exchanged. Its couplings to the initial state are given by

$$
e_W(d_i, \bar{u}_i) = e_W(u_i, \bar{d}_i) = -\frac{g}{\sqrt{2}} ,
$$

$$
f_W(d_i, \bar{u}_i) = f_W(u_i, \bar{d}_i) = 0 ,
$$

and the relevant final state couplings are

$$
c_W(\tilde{d}_{i\alpha}, \tilde{u}_{i\alpha}) = c_W(\tilde{u}_{i\alpha}, \tilde{d}_{i\alpha}) = -\frac{g}{\sqrt{2}} \delta_{1\alpha} .
$$

(B.7)
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